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FAKULTÄT FÜR INFORMATIK
DER TECHNISCHEN UNIVERSITÄT MÜNCHEN
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Abstract

Privacy becomes increasingly relevant in our digital world. Organisations have to deal
with this topic because of the growing privacy consciousness of individuals and oblig-
atory data protection laws. Implementing privacy often leads to difficulties due to the
general character of privacy requirements. First, through a comprehensive literature re-
search, frameworks are identified that deal with this problem and propose methods that
support the developer in translating privacy requirements into concrete technical solu-
tions. Frameworks which support several steps of the Software Development Process are
focused on. In the second step, the frameworks are compared to each other to find simi-
larities and differences.

Thirteen frameworks were identified that met our criteria. Several differences between
the frameworks were identified. One difference was found in the way the publishers jus-
tify the necessity of developing a new framework. Next, there is a difference in how they
identify the operational privacy requirements, as well as the underlying privacy principles
of the framework. Furthermore, the frameworks can be distinguished in the distribution
of the concrete technical solutions and the steps of the SDLC which are supported by the
frameworks.
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1. Introduction

Through the introduction of the current privacy problematic, this chapter establishes the
motivation and the purpose of this thesis. Furthermore, the three research questions and
the research approach, with all its step, are described in detail. This chapter also presents
the identified publications related to the research topic.

1.1. Motivation

Over time the definition of privacy has changed. In the past privacy was “the right to be
left alone”[17]. Now more than one century later, this explanation is no longer adequate
in our digital world. As a result of the progressive digitalization and the accompanying
simplification of transformation, administration and transmission of data, data privacy
becomes increasingly relevant. [11] In context of the protection of personal and sensitive
data, new risks, abuse possibilities and consequently more challenges arise. Individuals
are concerned about potential abuse and lack of control over their data.[29] Today, privacy
can be defined as “the right to determine when, how and to what extend information about
them is communicated to others”[18].

The required privacy from the user’s perspective and the thereof influenced adoption of
new technologies is one reason why organizations are engaged in privacy. [2, 29] Privacy
also plays a role in many legislations; the most recent example is the General Data Pro-
tection Regulation (GDPR). After more than four years of discussion and negotiation the
GDPR was adopted in 2016. This regulation has been mandatory since the 25th May, 2018
for all organizations that collect or process the personal data of individuals based within
the European Union (EU).[31]

The GDPR replaced the Data Protection Directive takint into account the changes in tech-
nology and the ways, organizations collect data about people. [7] It contains a set of data
protection principles, data subjects’ rights, and legal obligations.[22] Non compliance with
the GDPR can result in high fines of up to 20 million euro or 4% of the worldwide annual
revenue of the prior financial year, depending on which sum is higher.[21]

Regulations and laws can be problematic for companies to implement. They are often
formulated as broad norms and of a general character to be legally interpretable and sus-
tainable. [13] Sometimes, it is difficult for engineers to translate the abstract privacy prin-
ciples into concrete solutions and later to assess, whether they are in compliance with the
regulation or not. [24] That is the reason why laws and regulations are not sufficient to
ensure the data protection of individuals. There are also frameworks necessary to support
the developer during the implementation and helps him to answer the question how to do
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1. Introduction

it.[1]

The goal of this bachelor thesis is to give an overview of the existing frameworks which
deal with this problem and propose methods to close the gap by translating privacy re-
quirements into concrete technical solutions.

1.2. Research Questions

In this section the three research questions (RQ) are described which are answered in this
thesis.

RQ1: What is the state of the art in linking privacy requirements to technical solutions?

First of all, the existing frameworks which support the development of a privacy friendly
system will be identified. To identify them, a comprehensive literature research will be
conducted. In the research, we focus on frameworks that provide guidance for more than
one step of the Software Development Lifecycle. The frameworks are considered in their
chronological order to point out the development of privacy frameworks over time. Then,
the frameworks are analysed in detail to characterise them and gain information about
their way of working.

RQ2: What similarities and differences exist between the privacy frameworks?

In RQ2 the frameworks identified in RQ1 are compared to each other in various categories
to elaborate differences and similarities between them. First, the different justifications for
the necessity of developing a new framework is analysed. Several intentions will be paid
to the differences between the underlying privacy principles on which the frameworks are
built on. These principles and their origin are observed in detail. Another possibility to
distinguish the privacy frameworks are the two different approaches for identifying the
operational privacy requirements: the risk-based and the goal-oriented approach. Fur-
thermore, a few of the frameworks provide concrete technical solutions. The distribution
of them is another difference.

RQ3: Which stages of the software development life-cycle are supported by the frame-
works?

To answer the last research question, we refer to the Software Development Lifecycle
(SDLC) by Hopeman.[14] According to him, the lifecycle consists of six phases: concept
development, analysis, design, implementation, testing and evaluation. Not all frame-
works provide guidance for each stage of the SDLC; some of them only cover a few steps.
Through the classification in the lifecycle, lacks of methods to assists parts of the software
development process can be identified.
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1.3. Research Approach

In this section, the general approach used in this bachelor thesis is described. A structured
literature review was conducted based on B. Kitchenhams [20] guideline for systematic
reviews appropriate for software engineering researcher. The process is divided into three
phases which again are divided into different stages:

1. Planning the review

a) Identification of the need for a review

b) Development of a review protocol

2. Conducting the review

a) Identification of research

b) Selection of primary studies

c) Study quality assessment

d) Data extraction & monitoring

e) Data synthesis

3. Reporting the review

The execution of these steps is described in detail below:

1. The planning of the review

With the help of preliminary research and a number of discussions between the advisor
and the author of this bachelor thesis, the need for the review was identified and the con-
crete topic determined. We decided that publications which contain a framework that
provides guidance to ensure privacy in systems are relevant for us. Restrictively, we said
that the methods should be broadly diversified and support several steps of the software
development process. Furthermore, the frameworks should not be specified to a special
topic, for example to the health domain, since this work should give a domain unspecific
view of the state of the art in linking privacy requirements to technical solutions.

2. The conduction of the review

a) Identification of research

In the beginning, the general search strategy was defined. First, a search query was created
as a combination of terms related to the research questions. The search string included the
terms “privacy requirements”, “technical solutions”, “GDPR”, “privacy law”, “privacy
implementation” and “data protection”. We used the databases Scopus1 and Ieee Xplore2

to search for relevant paper.

1https://www.scopus.com/home.uri?zone=headerorigin=searchbasic
2https://ieeexplore.ieee.org/Xplore/home.jsp
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1. Introduction

b) Development of a review protocol

The conduction of the search in the database Scopus resulted in 120 papers. Then, we re-
stricted the outcome to the relevant subjects Computer Science and Engineering. With the
same search string Ieee Xplore was scanned with an outcome of 193 publications. Again,
we prefiltered the output. For this database, each paper should be related to minimum
one of the following topics: data privacy, data protection, law and security of data. After
deleting the duplicates, we had altogether 223 publications which were examined more
closely. Firstly, the titles of each article were scanned to determine if they could have a
connection to the research topic. Papers with titles unsuitable for the research questions
such as terms related to the health topic or too specific titles were discarded. Most of the
papers were not suitable, so after this step 25 publications were checked more in detail. In
doing so, the abstracts were analysed if the paper contains information related to a process
of linking privacy requirements to technical solutions. We decided that 14 papers were
worth having a deeper look as they deal more closely with the process mentioned above.
Unfortunately, two of them were not accessible for us with the online access offered by
the Technische Universität München. Based on the remaining 12 papers, a forward- and
backward search was conducted. First, we looked on papers that cite the identified pub-
lications. Then, relevant sources of the publications were added to our list as well. This
process resulted in additional 14 papers. After scanning the content of these 26 publica-
tions, we had 13 key papers which were analysed. The summarization of the selection of
primary studies is depicted in Table 1.1.

Table 1.1.: Number of results after each step performed
Step Search with Filter Delete Titles Abstracts Access Back- /& Key-

Searchterm Duplicates Forward paper
Papers 330 223 215 25 14 12 14 13

c) Study quality assessment

The third stage has been omitted, because it is not suitable for our identified literature.
None of the identified publications contains an evaluation of their processes.

d) Data extraction monitoring

The main data of the papers such as name, data, title, author, journal, keywords were
extrahated in an excel table to keep an overview and manage the publications.

e) Data synthesis

Finally, the papers were synthesised in detail. Through discussions, 13 key papers were
identified which meet the requirements determined in the planning phase. Each of them
deals with a procedure to ensure privacy in systems. By the detailed analysis of the meth-
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ods, differences and similarities between the different approaches have been identified.
Based on the results of the previous step we recognized various possible categories to
compare the frameworks with each other. The publisher of the frameworks mentioned
different justifications for the necessity of developing a new framework. The privacy
frameworks have underlying privacy principles, which sometimes differ. This difference is
partly due to the various origins of the principles. Furthermore, two different approaches
to identify the operational privacy requirements were mentioned in the papers: the risk-
based and the goal-oriented approach. The privacy frameworks were classified whether
they implement one, both or none of these approaches, based on a definition of both ap-
proaches. Some of the frameworks provide concrete technical solutions. Since the tech-
nology changes over time not the solution themselves but the distribution of them was
compared. Another difference we identified is the number of steps of the Software De-
velopment Lifecycle (SDLC) are supported by the privacy frameworks. Through the def-
inition of the stages of the SDLC in the privacy context, the frameworks were analysed
regarding which phases are assisted by them.

3. Reporting the review

The results are reported in this bachelor thesis.

1.4. Related Work

In this section, previous works related to this bachelor thesis are presented. More precisely,
publications that identified and compared existing privacy frameworks propose methods
to close the gap between privacy requirements and concrete solutions. Through the liter-
ature research, one publication was identified that is related to this topic. Beckers[2] pub-
lished a paper in 2012 in which he compared three different privacy approaches, namely
PriS, LINDDUN and PFSD. First, each of these frameworks is described in detail show-
ing how it works and its supported notions. For this purpose, a conceptual framework
originally used to compare security engineering approaches was extended with typically
privacy notions and concepts. This framework made it possible to systematically work
out the differences and similarities of these privacy methodologies by comparing each of
them to the conceptual framework. The goal of the work by Beckers is to support soft-
ware engineers in choosing the most suitable approach for a special software engineering
project.
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2. Overview of the privacy frameworks

In this Section, an overview of the existing frameworks is given and they are described in
detail. As mentioned before, the term privacy has changed over time. This development
also had an impact on the development process of the frameworks. To illustrate this, the
frameworks are sorted in chronological order beginning with the oldest. An overview of
the frameworks can be seen in Figure 2.1.

Figure 2.1.: Overview of the privacy frameworks

2.1. Framework by Bellotti and Sellen

The oldest framework, identified in our literature research, was published in 1993 by Vic-
toria Bellotti and Abigail Sellen.[4] Their heuristic approach was designed for privacy in
multimedia, ubiquitous computing environments. The framework supports the designer
in three different steps. Firstly, it helps to identify the current state of a system with respect
to privacy problems, current social norms and practices. Through the clarification of the
problems, it helps to derive different possible design solutions. Bellotti and Sellen figured
out that technological design refinements and innovations can reduce privacy problems.
Therefore, the framework focuses on technical solutions rather than social or policy solu-
tions. With the help of a criteria set, the identified solutions can be evaluated and distin-
guished in regard of privacy aspects and general design criteria. On this basis, the most
suitable solutions are chosen.

The main idea behind the framework is the design of control and feedback of informa-
tion captured by ubiquitous computing environments. The two principles are defined by
Bellotti and Sellen as:

11



2. Overview of the privacy frameworks

Feedback: “Informing people when and what information about them is being cap-
tured and to whom the information is being made available.”

Control: “Empowering people to stipulate what information they project and who can
get hold of it.”

All systems that want to ensure privacy must provide feedback and control for several
user and system behaviours. As the minimum required behaviours, the capture, the con-
struction, the accessibility and the purpose were named. In the context of data protection,
capture means what kind of personal information is collected, construction what happens
after the collection with the information, accessibility who has access to it and purpose
for what is the information picked up? Bellotti and Sellen combined the principle of feed-
back and control with these behaviours and derived descriptions of the ideal state of ex-
isting systems, summarized in Figure 2.2 The feedbacks for the different behaviours are

Figure 2.2.: The ideal states of the approaches feedback and control in combination with
each of the behaviours [4]

not strictly independent of each other. For example, to be completely informed about the
purpose of information, it is necessary to know something about the other behaviours. In
comparison, to have control over the different behaviours it is not necessary to have control
over another one. In their view, in the privacy context the most important behaviour is the
feedback and control over capture of information. When users get appropriate feedback
about what data is captured, they can exercise appropriate control regarding the technol-

12



2.1. Framework by Bellotti and Sellen

ogy used.

In the first step, the validation of the existing privacy behaviour of the system, the sys-
tem is scanned precisely and in doing so the following questions are answered. Is there
feedback for this behaviour and what kind? And what control mechanisms exist for them?
If that is not the case or there is no existing measure a new solution is developed. After
this step, the existing designs are rated according to their level of ensuring the required
privacy. In some cases, solutions which solve one privacy problem may lead to other new
problems. Therefore, the framework must be applied to the new privacy solutions again

The framework also provides a set of criteria to compare, systematically assess the dif-
ferent solutions and elect the most suitable of them. The criteria are a combination of
seven privacy related and four general design criteria, defined by Bellotti and Sellen as:

1.Trustworthiness:
“Systems must be technically reliable and instill confidence in users. In order to satisfy this
criterion, they must be understandable by their users. The consequences of actions must be
confined to situations which can be apprehended in the context in which they take place and
thus appropriately controlled.”

2.Appropriate Timing:
“Feedback should be provided at a time when control is most likely to be required and effec-
tive.”

3.Perceptibility:
“Feedback should be noticeable.”

4.Unobtrusiveness:
“Feedback should not distract or annoy. It should also be selective and relevant and should
not overload the recipient with information.”

5.Minimal intrusiveness:
“Feedback should not involve information which compromises the privacy of others.”

6.Fail-safety:
“In cases where users omit to take explicit action to protect their privacy, the system should
minimise information capture, construction and access.”

7.Flexibility:
“What counts as private varies according to context and interpersonal relationships. Thus
mechanisms of control over user and system behaviours may need to be tailorable to some
extent by the individuals concerned.”

8.Low effort:
“Design solutions must be lightweight to use, requiring as few actions and as little effort on
the part of the user as possible.”

9.Meaningfulness:
“Feedback and control must incorporate meaningful representations of information captured

13



2. Overview of the privacy frameworks

and meaningful actions to control it, not just raw data and unfamiliar actions. They should
be sensitive to the context of data capture and also to the contexts in which information is
presented and control exercised.”

10.Learnability:
“Proposed designs should not require a complex model of how the system works. They should
exploit or be sensitive to natural, existing psychological and social mechanisms that allow
people to perceive and control how they present themselves and their availability for potential
interactions.”

11.Low cost:
“Naturally, we wish to keep costs of design solutions down.”

To evaluate their framework Bellotti and Sellen applied it to a video connection from the
Commons at EuroPARC. It was possible to analyse the existing privacy problems, social
norms and practices. Based on these results, possible design solutions could be identified.
Through the application of the framework, the solutions could be assessed. [4]

2.2. Framework by Hong et. al.

In the year 2004, Hong et. al.[15] published their privacy risk model. The goal of their
heuristic framework is not applications with perfect privacy, “but rather a practical method
to help designers [...] [to] provide end-users [...] a reasonable level of privacy protection that is
commensurate with the domain, the community of users, and the risks and benefits to all stakehold-
ers in the intended system”. To achieve this, their privacy risk model supports designers to
identify privacy risks for specific domains and end-users, and to find suitable solutions to
address them.

The framework is divided into two parts, into the privacy risk analysis and the privacy
risk management. Firstly, the privacy risk analysis is conducted. During this phase, a se-
ries of analytic questions are answered to understand the problem space for the specific
application, identify potential privacy risks and determine which are worth addressing.
In the second phase, a cost-benefit analysis is performed that helps prioritizing the risks.
Afterwards, strategies to address them are developed with the help of another question-
naire. In addition to this privacy risk model, further methods, such as interviews and lo-fi
prototypes, are detained to be used.

The processes of the two parts are described more in detail.

1) Privacy Risk Analysis:

As mentioned before, this part helps the designer to explore the context in which an ap-
plication will be used, the technology behind it and the control and feedback mechanisms
end users will use. The framework provides a questionnaire to support the designers. The
questions contained are organized in two groups. One of them requests the social and
organizational context in which an application is embedded and the other part contains
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2.3. STRAP

questions about the technology that will be used in the application. Some of them cover
the same aspects from a different point of view, therefore replies may overlap. The ques-
tionnaire is not static, the questions can be asked in any order or if useful for a special
application they can be removed or new ones can be added. Firstly, the questionnaire is
answered for the normal use case of the application and then, for the special cases. The
sequence of the order is justified by the fact that the average case occurs with a higher
probability and consequently should be handled first. After answering these questions, an
unordered list of identified potential privacy risks is the outcome.

2) Risk Management:

During the risk management phase, the privacy framework supports the designers in pri-
oritizing the privacy risks identified in the previous phase and in developing solutions to
counteract them. Firstly, a cost benefit analysis is conducted. Therefore, the framework
advises to have a reasonable level of privacy, implying that the application should be still
affordable to build and deploy, and the utility of the system should not be significantly
reduced. More generally, the privacy protection measure should be implemented if the
costs of the privacy protection are less than the damage and risk of an unwanted situation.

Described in a formal way, it is suggested to implement the measures when:

C < L · C (2.1)

Where:

• The likelihood L that an unwanted disclosure of personal information occurs

• The damage D that will happen on such a disclosure

• The cost C of adequate privacy protection

Hong et. al. recommend to measure these factors using a qualitative assessment with the
values high, medium and low. However, this is just a suggestion. A numerical scale is
also possible. This step is repeated for all potential privacy risks, identified in the privacy
risk analysis. Afterwards, the risks are prioritized. Then, the risks worth addressing are
selected. Finally, solutions for the risks are determined. The framework leads the designer
through another questionnaire aimed at helping to work out solutions which solve the pri-
vacy risk issues.

Hong et. al. performed a case studies on the applications Location-enhanced Instant Mes-
senger and an emergency response service with positive results. I was shown that the
privacy risk model, combined with interviews and lo-fi prototyping, can identify privacy
risks and suitable solutions to address them.

2.3. STRAP

In 2006, Jensen et. al. presented the structured analysis of privacy vulnerabilities (STRAP)[16].
They integrated parts from the framework by Bellotti and Sellen (Section 2.1), and the
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2. Overview of the privacy frameworks

framework by Hong et. al. (Section 2.2) and combined them with parts of the goal-oriented
requirements analysis. They opted for this approach because they appreciated the then ex-
isting frameworks but still identified a few gaps, they wanted to fix. The points are the
missing iterations which are an important part of the design process and that the analysis
may be too abstract. Furthermore, Jensen et. al. identified the difficulty to discover all pos-
sible vulnerabilities through answering a set of questions because of the lack of experience
of the designers in the complex privacy field.

The framework is divided into four stages, namely into the design analysis, the design re-
finement, the evaluation and the iteration stage. The procedure of each stage is explained
in detail.

1) Design Analysis:

A goal-oriented analysis is performed. Firstly, the domain of the system is scanned and its
objectives, actors and major system components are identified. Afterwards, the designer
answers a set of analytical questions for each identified goal and sub-goal, similar to the
ones provided from Hong. et al and Bellotti and Sellen. Namely:

• What information is captured/accessed for this goal?

• Who are the actors involved in the capture and access?

• What knowledge is derived from this information?

• What is done with the information afterward?

Through these questions, possible vulnerabilities are identified in order to determine pos-
sible countermeasure. With the results of this step, a goal-tree is built which helps to
give an overview of the system. Then, the identified vulnerabilities are evaluated and
categorized in the following categories, derived from the Federal Information Processing
Standard (FIPS):

1. Notice/Awareness

2. Choice/Consent

3. Security/Integrity

4. Enforcement/Redress

At the end of the design analysis phase, the vulnerabilities are prioritized by the designers.

2) Design Refinement:

The main task of this step is to fix the vulnerabilities. It has to be distinguished between
vulnerabilities that can be eliminated and that can be mitigated. There may be vulnerabil-
ities that cannot be addressed. This is the case, when the repair of the privacy weakness
results in new, more serious vulnerabilities, restricts the functionality of the system, the
costs are too high or when the vulnerabilities are too difficult to handle. One example for
this are vulnerabilities in the context of dependencies with other systems. Mostly, they
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cannot be addressed. Then, the existence of these vulnerabilities should be remembered.

3) Evaluation:

In the best case, solutions from different designers are compared to each other to find
the most suitable one. Theoretically, it is possible to combine various design ideas. For
elimination and mitigation, different evaluation methods exist. To evaluate the different
elimination strategies the decrease of the risks is calculated. From the privacy perspective,
the solution with the greatest decrease is the best one. However, one should not ignore
other design goals, such as the functionality and the value of the system. For the evalua-
tion of the mitigation strategies, the adequacy of the solutions is rated by classifying the
vulnerabilities in the FIPs categories which are already used for the classification in the
design analysis stage. Each category has underlying challenges in order to make a more
precise subdivision possible.

1. Notice/Awareness

a. Available, Accessible and Clear

b. Correct, Complete and Consistent

c. Presented in context

d. Not overburdening

2. Choice/Consent

a. Meaningful options

b. Explicit consent

3. Security/Integrity

a. Awareness of security mechanisms

b. Transparency of transactions

4. Enforcement/Redress

a. Access to own records

b. Ability to revoke consent

The potential privacy solution should cover as many aspects as possible from this cate-
gories. However, it is necessary to mention that these are only the minimum requirements.
To have an overview about more useful criteria, STRAP referrers to the privacy heuristics
of Bellotti and Sellen (Section 2.1).

4) Iteration:

The framework supports an iterative design process. The whole process is documented
because of the importance to keep in mind the unaddressed vulnerabilities, assumptions
and motivation behind all design decisions. Before a new function is added, its effect on
the system and the privacy of users must be investigated. This step is performed by in-
cluding the new objectives in the goal tree. Then, the analysis part is executed again on the
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changed part of the goal tree. If new information is collected, the influence on the whole
new goal-tree have to be taken in account. For each old objective, the question is answered
how the old goals are influenced by the new one. New vulnerabilities may occur old ones
may disappear through this step.

Jensen et. al. evaluated STRAP through a comparative study against the Belotti and Sellen
framework. The evaluation showed that the framework STRAP has a better performance,
in terms of the required time of the execution and the number of the discovered privacy
vulnerabilities. However, the result is not statistically significant.

2.4. PriS

In 2008, Kalloniatis et. al. published the PriS method[18]. With their framework, they
close the gap between the design and the implementation phase and provide a guidance
to translate the identified system specific privacy requirements into concrete implemen-
tation solutions. PriS integrates privacy requirements in an early stage of the system de-
sign process. Kalloniatis et. al. consider privacy requirements as organisational goals.
Eight privacy requirements are used as a guide to identify privacy goals relevant for a
system, namely: authentication, authorization, identification, data protection, anonymity,
pseudonymity, unlinkability and unobservability. The first three are security requirements
which are included due to their high significance for privacy. PriS introduces a method
that first analyse the effect of the privacy requirements on business processes using pri-
vacy process pattern. Based on this, the framework helps to identify where privacy im-
plementation techniques are necessary. Furthermore, it provides a list of implementation
techniques to fulfil these privacy goals.

The PriS method assumes that a conceptual model of the system exists. If no such model is
present, one has to be developed. Kalloniatis et. al. introduced the Enterprise Knowledge
Development (EDK) framework but other methods are possible as well. With the aid of
EDK organisational knowledge can be documented in a systematic way. In doing so, or-
ganisational goals, the physical processes which realise the goals and the software system
are modelled connected to each other. PriS is divided into four steps, namely the elicitation
of privacy-related goals, the analysis of the impact of privacy goals on the organisational
processes, the modelling of affected privacy processes using privacy-process patterns and
at the end the identification of the techniques that best implement the process. Following
each of the steps is described in detail.

1) The elicitation of privacy-related goals:

Firstly, privacy goals relevant for the specific system are selected by stakeholders and de-
cision makers with the aid of the eight privacy goal types mentioned before. In general,
the task of this phase is to interpret the general privacy requirements with regard to the
specific system.

2) The analysis of the impact of privacy goals on the organisational processes:
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In the second step, the impact of the identified privacy goals on processes and related
systems is analysed. In order to achieve this, the impact of each privacy objective on the
organisation goals is determined. As a result of this activity, new goals may be introduced,
old ones improved and following new processes that realise them are identified or old
processes modified. The process is illustrated in Figure 2.3. The identified privacy related
processes built the basis for the next step of the PriS method.

Figure 2.3.: Analyse the impact of privacy goals on business processes[18]

3) The modelling of affected privacy processes using privacy-process patterns:

The task of this step is to describe the privacy processes by privacy patterns. Thereby, the
effect on business processes through the requirements can be recorded. Corresponding to
the privacy goals seven privacy patterns are defined by PriS, namely authentication, au-
thorisation, identification, anonymity and pseudonymity, data protection, unobservability
and unlinkability.

4) The identification of the techniques that best implement the process:

Finally, the system architecture is defined that best supports the processes identified in
step two. With the aid of the privacy process pattern, suitable implementation techniques
are chosen. Kalloniatis et. al. mapped to each pattern a number of implementation tech-
niques, which are classified in the six categorizations: administrative tools, information
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tools, anonymizer products, services and architectures, pseudonymiser tools, track and
evidence, eraser and encryption tools. Which of the proposed possibilities should be im-
plemented in a system depends on the decision of the developer. The decision is made
based on the organisations priorities, such as costs, system efficiency or implementation
complexity.

In addition, Kalloniatis et. al. provide a formal definition of PriS which enables a de-
velopment of automated tools to conduct the PriS method.

The framework was evaluated through two case studies in the area of e-voting. PriS suc-
cessfully supports developers to link privacy requirements to technical solutions. How-
ever, it is necessary to develop an automated tool to conduct this method because of the
existent of frequent repetitive tasks. Additionally they realized that the method does not
distinguish to what degree a special implementation technique fulfils the corresponding
privacy goal.

2.5. Framework by Wuyts et. al.

In 2009, Wuyts et. al.[32] published their privacy framework. They recognized the impor-
tance of giving engineers a greater understanding of privacy and integrating the design of
privacy into the software engineering lifecycle. To accomplish this, Wuyts et. al. proposed
an operational definition of privacy and developed a privacy taxonomy.

First, Wuyts et. al. defined the term privacy in their framework to provide a basis for
their taxonomy. They defined it as follows:

“Obtaining privacy means controlling the consequences of exposing the (possibly indi-
rect) association of individuals to some information/transaction in a given context.”

In Figure 2.4 the whole taxonomy developed by Wuyets et. al. is depicted. Privacy is
divided into two branches: concealing and guarding. Each of them has two associated ob-
jectives. The concealing branch is proactive. The intention of the objectives in this branch
is to protect sensitive information before it is communicated between the system and the
user. In other words, the user should share as little information as necessary. One of the
two attached objectives are protect ID, whose exact goal is to hide the users identity and
protect information which tries to intend the actual data anonymous. The other one is the
protect data objective. This objective also distinguish between transactional data which
is data after the general understanding and contextual data which are the additional in-
formation published during a communication. Contrary to this, the guarding branch is
reactive. It deals with the protection of information after they are shared. Part of this is
the damage limitation and the process of guarantying the correct processing of shared in-
formation. One objective of this branch is guard exposure which focuses on the questions
who has access to the information and how can the user be informed about how his per-
sonal data is processed. The second one is maximize accuracy objective which implies that
the data is complete. The named objectives are linked with a few strategies which help
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to achieve the associated goal in application. Each strategy has in minimum one own so-
lution such as patterns, techniques and guidelines. It must be mentioned that way more
solutions exist, than illustrated in Figure 2.4. The framework supports the engineering
process and the developer of a system to ensure privacy in a goal-oriented way. When
the developer has identified privacy objectives, the taxonomy facilitates the process of se-
lecting suitable measures. Through the division into strategies, it is even easier to find the
right solution to a determined goal.

Wueyts et. al. validated the taxonomy in the following two-fold way. The taxonomy is
valid, when at least one solution can be assigned to each strategy and when there is no
solution, that cannot be mapped to a strategy.

2.6. PFSD

In 2009, the Framework for Privacy-Friendly System Design (PFSD) was developed by
Spiekermann and Cranor[29]. It provides an extensive view of privacy engineering. PFSD
is divided into four parts. Firstly, a three-layer model of user privacy concerns is intro-
duced, and privacy responsibilities are defined for each of the spheres (user sphere, re-
cipient sphere and joint sphere). Furthermore, PFSD identifies potential privacy risks by
the execution of a privacy requirements analysis. In doing so, the users privacy concerns
and expectations are stated to the system activities: data transfer, storage, and processing.
PFSD identifies two approaches to adopt privacy in systems. The first is privacy-by-policy
which is based on the Fair Information Principles (FIPs) and implements the notice and
choice approach. The second is privacy-by-architecture which focuses on privacy at an
architectural level through minimizing privacy data collection, implementing anonymiza-
tion and in storing and processing the data at the client-side. In addition, a set of criteria
is provided by which the required privacy degree of a system can be specified. Based
on these results, it is facilitated to elect the appropriate of the two approaches for special
systems. According to Spiekermann and Cranor, the privacy-by-policy strategy should
be implemented to fill the gaps in the cases in which it is not possible to implement the
privacy-by-architecture approach.

Three-Layer Privacy Responsibility Framework and Engineering Issues:

PFSD identifies privacy responsibilities in relation to three domains: the user sphere, the
recipient sphere and the joint sphere. The user sphere includes any technology with which
the user communicates with the system. The recipient sphere encompasses the data con-
trol of the company more precisely the backend infrastructure and the sharing networks.
Companies that hosts personal data are included in the joint sphere. The framework com-
bines responsibilities such as minimize the future privacy risks or let the user take control
over their data and its use to the different domains. This step forms the basis for the pri-
vacy requirement analysis.

Privacy requirement analysis:
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A detailed understanding of the system must be attained. In the privacy context this in-
cludes the knowledge about sensitive processes, user’s privacy perceptions and behaviour
and concerns. PFSD starts with the identification of the sensitive processes. Information
systems normally perform the following tasks: data transfer, data storage and data pro-
cessing. Potential risks can occur in each activity. The framework determines the subpro-
cesses where the activities are executed and identifies the potential challenges. Another
important point in the analysis is to have a mind for the user’s privacy expectations.

Approaches:

Additionally, the framework provides two concrete approaches to engine privacy friendly
system, privacy-by-policy and privacy-by-architecture. The privacy-by-policy procedure
focuses on the notice and choice approach introduced by the FIPs. In this approach, the
users of a system get informed about the purpose and the way their personal information
is used. Furthermore, the user is able to decide to not provide data to the system. To imple-
ment privacy-by-policy technical methods that audit or enforce policy compliance can be
used. Which technical mechanisms are implemented is based on users concerns, the used
privacy threat model, technological capabilities, business needs and regulatory require-
ments. The second approach is privacy-by architecture which focuses on privacy at an
architectural level through minimizing privacy data collection, implementing anonymiza-
tion and in storing and processing the data at the client-side. In general, privacy-by archi-
tecture provides a higher level of privacy.

Degrees of identifiability:

According to Spiekermann and Cranor engineers can make two architectural choices re-
garding privacy. They can determine the degree of network centricity and the degree of
the identifiability of data. Network centricity describes to what extent the network oper-
ator has control over the user’s operations and how much he knows about the user. The
less network centricity exist, the greater is the level of privacy. Identifiability describes the
degree to which data can be assigned to individuals. Spiekermann and Cranor distinguish
increasingly ranked according to their positive impact on privacy in identified, pseudony-
mous and anonymous.

The connection becomes clear in Figure 2.5. PFSD organize system in four stages from zero
to three in regard to their provided level of privacy and based on this division a recommen-
dation which of the introduced approaches should be implemented. The more assignable
information there is in the system, the less control the user has about them and following
the more privacy risks occur. A system is classified into stage zero, if the identity of the
user can be identified without any effort because the information is for example stored in a
user profile. To improve the privacy level in such systems, the notice and choice approach
has to be implemented and the use of the personal information must be restricted to poli-
cies. Systems arranged in stage one store the personal information and profile information
in two different databases. To improve the privacy again policies should be defined to re-
strict reidentification and information should be provided to the users about the policies.
Systems in stage two are designed with privacy-by-architecture but there can still be linka-
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bility through certain techniques and large effort. PFSD suggests in this stage to minimize
the collection of long-term data. Stage three with the highest degree of privacy occurs
when the user remains anonymous. Policies like notice and choice are not needed in this
case. To sum up, privacy-by-policy should be implemented when policy-by-architecture
is not realizable.

Figure 2.5.: Framework for Privacy-Friendly System Design[29]

2.7. LINDDUN

In 2010, the framework LINDDUN was published by Deng et. al[10]. Namesake for
LINDDUN are the privacy threats determined through the negation of the privacy princi-
ples. Deng et. al. decided to include the following hard privacy principles: unlinkability,
anonymity and pseudonimity, plausible deniability, undectability and unobservability and
confidentiality, They additionally included the soft privacy principles: user content aware-
ness and policy and consent compliance. They also mention that principles such as in-
tegrity, availability and forward security play an important role in privacy. However, they
are considered as security properties and therefore should be part of the security engineer-
ing framework. Summarizing, the framework presents a method to model privacy-specific
threats and based on them elicit privacy requirements. Thus, it supports the designer in
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the selection of suitable technical solutions which fulfil the specified privacy requirements.

The framework LINDDUN is divided into six steps. The process is depicted in Figure
2.6, including the used methodology to perform each step and the necessary knowledge
to execute the different steps.

Figure 2.6.: The Framework LINDDUN[10]

1) Define DFD:

Based on the high-level system description, a Data Flow Diagram (DFD), containing in-
formation about where personal data is stored or processed in the system, is defined. In
detail, the diagram illustrates the elements of entities, data flows, data storages and pro-
cesses of the system. The DFD plays an important role in the privacy process because it
builds the basis for the whole analysis.

2) Map Privacy Threats to DFD Elements:

Afterwards, the privacy threats for each element are identified. To facilitate this proce-
dure, LINDDUN already provides a Table 2.7 that presents which threats may occur on
the individual elements.

3) Identify Misuse Case Scenarios:
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Figure 2.7.: Mapping LINDDUN components (privacy threats) to DFD element types (E-
Entity, DF-Data flow, DS-Data store, P-Process)[10]

Privacy Tree Patterns are used to describe the identified privacy threats in detail. They
point out the preconditions that would cause a threat to arise. LINDDUN developed a pri-
vacy tree pattern catalogue which must be continuously evolved in order to keep up with
the times. The outcome of this step is a set of threat scenarios which must be documented.
The documentation is done with misuse cases. A misuse case is a use case described from
the perspective of the person who initiates it. It includes information about the stake-
holder, the threats, the misactor, the precondition and so on.

4) Risk-based Prioritization:

In this step, the identified risks are assessed and prioritized. Because of time and costs
constraints, not every determined threat is deemed worthy of being part of the design of
the system. Therefore, it is necessary to evaluate the threats. LINDDUN operates inde-
pendently from a special risk assessment technique. It is the designers decisions to choose
which technique is used for this activity.

5) Elicit Privacy Requirements:

In the next step, the privacy requirements are identified. To support this step, LINDDUN
provides a table that maps the privacy threats to requirements types, depicted in Figure
2.8.

6) Select Privacy Enhancing Technologies:

Finally, the privacy requirements derived from the privacy threats are met. There are dif-
ferent possible solution strategies exist. Either the user can be warned against the risks,
the feature which allows the threat can be turned off, or reactive or proactive privacy en-
hancing technologies (PETs) can be implemented. LINDDUN focuses on the third solution
strategy. Deng et. al. mapped current PETs to the corresponding privacy properties. On
this mapping designers can orient themselves to find the techniques that implement the
determined privacy requirements. However, this table also needs to be developed over
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Figure 2.8.: privacy properties and the corresponding privacy threat[10]

time in order to reflect the new emerging threats and the development of new PETs.

2.8. ProPan

In 2014, the Problem-Based privacy Analysis (ProPan)[3] was published by Beckers et.
al. ProPan was designed to be used in combination with other privacy methods and to
provide assistance for the first steps of the software engineering process, rather than to
handle the whole privacy process. The method is a risk-based and semi-automatic ap-
proach to identify privacy threats in an early stage of the software development lifecycle,
more precisely during the requirements analysis. Threats occur in the parts of a system
where counterstakeholder have possible access to data to protect. To determine the risks,
the relation between stakeholders, personal information and technology in the system is
analysed. Furthermore, ProPan supports the tracing of the threats to problems in the sys-
tem and based on this provides a guiding where Privacy Enhancing Technologies (PETs)
should be applied. Beckers et. al. developed the framework by extending the UML4PF
framework with an UML profile for privacy requirements and an automatic privacy threat
generator.

ProPan consists of four steps illustrated in Figure 2.9:

1) Draw context diagram and problem diagrams:

In the first step, a context diagram and problem diagrams for the functional requirements
of the system are created. This activity is executed using UML4PF, which is based on the
problem frame approach. The tool helps analysing existing problems by capturing the en-
vironment of the system and the system itself, this includes factors such as stakeholders
and other connected systems.

2) Add privacy requirements to model:

Secondly, privacy requirements are added to the created model including information
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Figure 2.9.: The Framework ProPan[3]

about the corresponding stakeholders and counterstakeholders.

3) Generate privacy threat graphs:

To execute the next step automatically, Beckers et. al. developed the ProPan tool2. With the
input of the UML model developed in the previous steps, the tool generates four graphs:
the global information flow graph, the stakeholder information flow graph, the counter-
stakeholder access graph and, as a combination of them, the privacy threat graph. The
global information flow graph illustrates an over-approximation of the information flow
in the system. With the previous created graph as input, the stakeholder information flow
graph is generated. It shows where personal data is stored or processed. The counter-
stakeholder access graph presents which information of the system can be accessed by
the counterstakeholder. At last, the privacy threat graph is created which connects the
stakeholder information flow graph and the counterstakeholder access graph. The results
illustrate from which domains information about the stakeholder may be gained by the
counterstakeholder. In addition, it can help to determine problems of the overall develop-
ment task.

4) Analyze privacy threat graphs:

Finally, the generated privacy threat graph is analysed. As the generated global informa-
tion flow graph is an over-approximation of the system, the privacy threat graph contains
information flow edges where there are none in the actual system. Firstly, these edges are
removed manually. Afterwards, a closer look is taken at each domain where the graphs
illustrates a privacy threat against a stakeholder from a counterstakeholder. To address
these threats, the existing requirements are modified or new ones added to ensure that the
counterstakeholder is not able anymore to gain the personal information from the stake-
holder in this domain. Another opportunity is to execute the same activities but in a way
that no personal data from the stakeholder is processed or stored in this domain.

28



2.9. PRIPARE

2.9. PRIPARE

The results of the EU-founded project Preparing Industry to Privacy by Design by support-
ing its Application in Research (PRIPARE)[24] was published in 2015 by Notario et. al. The
design team of PRIPARE identified a few challenges in the landscapes of existing privacy
approaches for engineers which they fix in their privacy framework. Problems were the
difficulties to translate legal privacy requirements into concrete solutions and technologies
and that the approaches often do not view privacy from an engineering perspective. Even
though privacy issues should be in their opinion considered from the beginning and over
the entire system development lifecycles (SDLC). Furthermore, it was hard for the engi-
neers to choose between different proven privacy approaches which are sometimes even
contradictory. For that reason, PRIPARE connects and merges different recognized prac-
tices to one methodology but still provides various alternatives to choose at each stage of
the SDLC to ensure flexibility.

PRIPARE provides a dual view on the privacy process by combining the complementary
approaches: the subjective risk-based and the systematic, objective goal-oriented. Another
important point is that the attribute privacy should be primarily integrated in the architec-
ture of the system. Notario et. al. recommend starting with the goal-oriented approach.

1) Goal-oriented:

The goal-oriented approach reduces uncertainty in an early stage of the SDLC. The trans-
lation of high-level requirements into operational requirements must be performed sys-
tematic, repeatable and comprehensible also for engineers who are less familiar with the
privacy subject. The process consists of two phases: the analysis and the design phase.

The Analysis Phase:

Three activities are carried out in this phase. In the beginning, the abstract privacy prin-
ciples are identified and refined to select the privacy requirements for the system with
the aid of a community-agreed catalogue of requirements. At the time of the publication
of PRIPARE the catalogue still had to be evolved but they already identified criteria for
the containing requirements. They have to be stakeholder-neutral, structured and hierar-
chized ordered from abstract principles to objective and operable definitions of privacy
requirements. Finally, they have to be prioritized and predefined in such a way that they
are immediately usable. Afterwards, for each selected privacy requirement the demanded
level of conformance is determined according to internal policies, stakeholder commands
or regulations. Then, the applicability is examined for the identified list of requirements.
Factors such as the functional description of the system, the regulatory framework, the
desired level of conformance and organizational constriction are considered to choose the
requirements worth addressing.

The Design Phase:

Afterwards, the chosen privacy requirements are translated into concrete technical and
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organizational measures. It must be ensured that the design harmonises with the deci-
sions taken at the architectural level of the system.

2) Risk-based:

In this approach, the remaining system specific risks are addressed and adequate solutions
depending on several factors are identified with the help of a privacy impact assessment
(PIA). Firstly, it has to be ensured that the key elements of the system comply with the
legal framework. Most of the PIAs provide a questionnaire for this activity which PRI-
PARE rates as quite useful. Nevertheless, the privacy risks have to be assessed. The next
step is to measure the impact of the identified risks. For this purpose, the assessments
are conducted from two perspectives. On one side, from the impact of the risk for the
organizational subject which is normally associated with financial loss and on the other
side, from the impact on the fundamental rights of the data subject. Afterwards, the risk
index is calculated. Several formulas exist which are in most cases a combination of the
potential impact and the probability of occurrence. Different PIA methods use various
scales. In the opinion of PRIPARE there is no clearly preferable. For specific systems oper-
ating in various environments and depending on their requirements, different scales can
be the most suitable. In the last step, the privacy issues according to the calculated risk
index are addressed. Within the risk management process, it is decided how to handle
these risks. There are three possible strategies: avoidance, modification/reduction and
sharing/transfer. When it comes to the point to select the most suitable solution, different
factors must be considered such as costs, limitations and implications of the solution or
the usability and the performance of the system. If some risks can not be eliminated or
mitigated and therefore they are retained, they still must be identified, documented and
communicated to all involved stakeholders.

After both approaches, goal-oriented or risk-based, organizational or technological mea-
sures have to be selected which fulfil the privacy requirements or address possible risks.
PRIPARE suggests creating a technology community that publishes, share and discuss
common solutions. Again, at the time of the publication of the paper, the team of PRI-
PARE was still working on it. The second suggestion is a domain specific consensus on the
selection of suitable technologies.

3) Designing privacy compliant architecture:

As mentioned before, the team of PRIPARE is the opinion that privacy should be primarily
implemented at the architectural level. In general architectures are often described in UML
or diagrams. In the context of a complex topic as privacy this is not enough. Therefore, the
architecture is described in a formal mathematical way. One reason for this is that privacy
requirements often conflict with other kinds of requirements such as functional, integrity,
performance and usability. With the help of the formal methods various possible choices
can be explored and evaluated. The goal is an architecture that can satisfy both the func-
tional and the privacy requirements of a system. According to the recent situation of the
system and the availability of privacy requirements, code and architecture, different appli-
cable architecture strategies can be used. PRIPARE presents three approaches: top-down,
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bottom-up and horizontal.

In the top-down approach the choice of architecture is executed based on the set of re-
quirements derived from the risk-based and goal-oriented analysis.

In contrast the bottom-up approach starts from a first version of code or a model of code
and proves from this basis that the identified privacy requirements are satisfied.

The horizontal approach focuses on privacy-enhancing architectures(PEARs). The idea
behind this approach is to start with an initial architecture and improve it in such a way
that business and privacy goals are achieved, and privacy and security risks are avoided.
In detail PEAR is a process consisting of the following iterative steps:

1. Present an initial architecture.

2. Identify and prioritize scenarios and quality attributes.

3. Identify and prioritize scenarios and quality attributes.

4. Select and apply privacy and security architectural approaches to the scenario.

2.10. Framework by I.Oliver

In 2016, I.Oliver published a privacy requirement framework[27]. The framework was de-
veloped over a period of six years as part of the privacy auditing. Step by step, it was
improved through the investigation of over 200 widely diversified projects from small and
simple ones to complex ones. With this framework, the semantic gap between lawyers and
engineers is bridged with the aid of an ontological structures.[27] Ontology is taxonomy
with classes, attributes contained in them and relations to connect the different classes. The
objective of ontology is to create a shared language which facilitates the communication
between different actors. The concept should be as unambiguous and as little misinter-
pretable as possible[30]. In the framework of I. Oliver[27], firstly, an ontological structure
for describing characteristics of information, data sets and systems was developed. On
that basis, requirements were generated, an ontological structure was developed for them,
and the main framework was built.

A problem with the two terms “personal identifiable information” and “personal data”
was identified. They are extensively defined in the legal context, but it is complex to trans-
late them correctly in engineering language. By introducing an ontological structure, the
framework solves this problem. The main properties for describing information are infor-
mation type, security class and information usage which were extended by the concepts
purpose, provenance, (geographical) jurisdiction and, identity and authority. Their mean-
ing is described more in detail below.

The information type describes what kind of information the data is. The framework
determined the six main categories: characteristics, financial, content, health, identifier,
temporal and location which are be again subdivided into smaller ones to make a finer
distinction. While analysing the information, the level of the content is determined. It
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must be noted that the internal structure of the information is not taken into account. In-
formation can be classified in three different security levels, namely secret, confidential
and public. If the classification of an information is not evident the security level is always
set to the strongest: secret. Information usage can be defined as the sum of possible us-
ages of the data to which the data subject has agreed. The framework divides here into
service provisioning, system provisioning, product improvement, marketing, advertising,
behavioural profiling and the class future. Purpose is the distinction between if the col-
lected information is for primary or secondary purpose. Through the provenance concept,
it can be distinguished if the data is collected from children or adults, and the data subject
and third parties. Another class is the jurisdiction of the data subject with regard to its
geographical position. Depending on where the data subject stays additional laws may
must be observed. The last one is identity and authority which describes the level of au-
thentication of the data which is classified in five levels from unauthenticated to proven.
The classifications are done based on the method used to make the identification.

Based on the information description, requirements can be generated. One way is through
the combination of a security class and an information type. For example, one mentioned
rule is that a data set including a Personal Identifier should always be classified as secret.
In many cases, the required privacy degree can be calculated through the combination of
information type and the usage of an information. This are only two exemplary aspects
how to derive a set of requirements.

To describe the requirements themselves the framework also provides a requirement as-
pect ontology depicted in Figure 2.10. Additionally, the requirement details can be classi-
fied in policy, architecture, design and code.

Through a combination of the elements of the information description ontologies with the
requirements aspects and the states of development, mentioned as requirement details, a
coordinate (e,a,s) can be built. Each point addresses a set of requirements. Figure 2.11 il-
lustrates the placement of sets of requirements in three dimensions.

When for a special point (e,a,s) no set of requirements can be found, the framework pro-
poses the following procedure. Firstly, a more generic information type is selected. If after
this step still no requirements are found, a more generic requirement aspect and if that fails
again a more generic level of development is used. In the case that after all these steps it
still fails, this indicates the existence of business or organizational failure. Another prob-
lem that can be indicated using the framework is when the requirements are selected to
strict or to many of them were selected in such a way that the system is unimplementable.
To solve this problem, the requirements and their implementations have to be retrenched.
The procedure of retrenchment consists of two stages. First, the requirements are weaken
until the implementation is possible again and secondly, one continue weakening them to
allow further usage and collection of information until the risk willing to take is reached.

Additionally, a risk ontology was developed on which the requirements framework and
the including requirements can be mapped. The connection between them is depicted in
Figure 2.12. The arrows from the ontologies to the requirements can be read as “maps” to
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2. Overview of the privacy frameworks

Figure 2.11.: The Requirements Structur[27]

and the ones from requirements to risk as “mitigates”.

Figure 2.12.: Mapping Ontologies to Requirements to Risk[27]

2.11. Framework by Bieker et. al.

In 2016, Bieker et. al. published a privacy framework[5] which proposes a process for
realizing the Privacy Impact Assessment (PIA), especially the Data Privacy Impact Assess-
ment (DPIA) defined in article 25(1) of the GDPR. The GDPR makes the execution of a
DPIA obligatory for systems in which a high risk for the infringement of the rights and
freedom of individuals occur. Bieker et. al. developed the framework to have a systematic
and standardized approach for performing a DPIA. The framework helps to identify and
analyse risks to individuals due to the use of a special technology or system. Furthermore,
the framework supports the process of the solution search and selection, and can help to
demonstrate compliance with legal requirements.

In Figure 2.13 the whole process of the DPIA is illustrated. It is divided into three stages:
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2.11. Framework by Bieker et. al.

the preparation stage, the evaluation stage and the report and safeguard stage. Each of
these phases is subdivided into further tasks. The stages are described in detail.

Figure 2.13.: The Framework by Bieker et. al.[5]

1) Preparation stage:

The preparation stage consists of five different tasks. Before starting to conduct the DPIA
whether it is obligatory for the special system is determined. According to Article 35(1) of
the GDPR this is the case when a high risk for the rights and freedom of individuals oc-
cur. If yes, at first the assessment is projected, which means the scope of the DPIA and the
responsible persons are identified. After this step, the target of the evaluation is defined.
In doing so, the system and all the data it processes, the purpose of the processing and
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the interests of the controller are described. Afterwards, all involved actors and concerned
persons are identified. Last, in the preparation stage the legal requirements are identified.
Even the GDPR is mandatory across the European Union, member states have come flex-
ibilities in some fields. Furthermore, there could be sector specific national legislations
which have to be identified. The complete results of this phase must be documented, this
documentation is the basis for the evaluation stage.

2) Evaluation stage:

In this stage, four activities are examined. The first three are done with the aid of a cat-
alogue of typical objectives, attackers and consequences. In the beginning, the protection
goals are identified. Bieker et. al. established six protection goals: availability, integrity,
confidentiality, unlinkability, transparency and intervenability. The first three are typical
security goals which are due to their importance for privacy included and the others were
identified through a literature research. The objectives are meant to be viewed from the
perspective of the data subject whose rights are infringed upon. Another important point
is the dual interplay of the goals. Usually, if one goal is reinforced another one is weak-
ened, hence a balance between them must be found. The interplay becomes clear in Figure
2.14. The protection goals help to explain why risks have to be covered by measures. In
the next step, potential attackers, motives and objectives are identified; again, this should
happen from the perspective of the individual and not of the business process. The third
task is the identification of the evaluation criteria and the benchmarks. Bieker et. al. men-
tion that the degree of data protection cannot be calculated from the severity of damage
and the likelihood of occurrence. Instead, they propose to assess the protection standard
from normal to very high depending on a few factors, such as the kind of personal data
that is processed or if the inference of the data protection can have consequences for the
data subject. The last step in this stage is the evaluation of the risks. The main point of the
evaluation is the comparison of different measures. To identify potential measures, the use
of a catalogue with measures is proposed. The framework provides a table with possible
measures for each protection goal, but it must be clear that this is a generic list and the
measures have to be updated over time.

Figure 2.14.: Protection Goals[5]
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3) Report and Safeguard stage:

The last stage consists of five activities. First, appropriate safeguards are identified and
implemented. Next, a risk management plan is created, based on the outcome of the pre-
vious phase. The plan must include the selected measures to eliminate the identified risks,
the reason for the decision, who implement them and how the effect of the taken actions
is measured. After this, the evaluation results are documented in a standardized way and
the report should be published. Parallel to steps two and three, the elected measures are
implemented. Finally, to ensure that the DPIA was conducted in a proper manner, the
report created in the previous step is evaluated by an independent third party.

4) Supervision and Continuation:

After the execution of the three phases the DPIA must be repeated over the system life-
cycle to ensure continuous supervision. According to Article 35(11) of the GDPR the DPIA
has to be repeated every time there is a change in the risk of processing data or the used
technology changed.

2.12. Framework by Colesky et. al.

In 2016, Colesky et. al. published their definition framework[7] which is based on the con-
cept of privacy design strategies by Hoepman[14], who also participate in this framework.
The framework by Colesky et. al[7] redefines the definitions proposed by Hoepman in
2013. They identified a lack of clear guidelines how to practically realize the Privacy-by-
design approach and in this context how to translate legal privacy requirements into sys-
tem requirements. The framework provides an alternative approach to the requirements
translation methodologies based on strategies and privacy patterns. With the aid of their
framework, privacy protection can be considered during the analysis and requirements
engineering phase. In doing so, Colesky et. al. improved the definitions of strategies,
showed their internal consistency and added an extra level “tactics” between strategies
and privacy patterns. Furthermore, the relationship between them was analysed.

Colesky et. al. redefined the broad and vague definition of strategy as a concept that “speci-
fies a distinct architectural goal in privacy by design to achieve a certain level of privacy protection”
and introduced a definition of tactics as “an approach to privacy by design which contributes to
the goal of an overarching privacy design strategy”. The identified strategies associated with
the corresponding tactics can be seen in Table 2.15. Furthermore, the individual strategies
and tactics are defined.

The definitions summarized of strategies by Colesky et. al. are:

Hide: “preventing exposure of access, association, visibility, and understandability of
personal information to reduce the likelihood of privacy violations.”
Minimize: “limiting usage of personal information to reduce the impact of privacy
violations.”
Separate: “preventing the correlation of personal information to reduce the likelihood
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Figure 2.15.: Strategies by Tactics[7]

of privacy violations.”
Abstract: “limiting the detail of personal information to reduce the impact of privacy
violations.”
Control: “providing data subjects with means to consent to, choose, update, and re-
tract from personal information in a timely manner.”
Inform: “providing data subjects with clear explanation and timely notification on
personal information.”
Enforce: “ensuring commitment to continually create, maintain, and uphold policies
and technical controls regarding personal information.”
Demonstrate: “ensuring available evidence to test, audit, log, and report on policies
and technical controls regarding personal information.”

Due to their scope the definitions of the tactics are not included in this thesis. Additionally,
each tactic is mapped to a number of privacy patterns. The tactics describe the general ap-
proach of the privacy patterns to accomplish the strategy goals. Privacy patterns provide
guidelines for solving recurring software development problems in the privacy context
and therefore also for addressing the privacy requirements.

2.13. APSIDAL

APSIDAL is the most recent framework for developing a privacy noting system we iden-
tified. It was published in the year 2017 by Blix et. al.[6] The framework refers to the
introduced European General Data Protection Regulation (GDPR) and helps designers to
develop a GDPR compliant system or generally a system that is compliant with the prin-
ciple of privacy by design, which is required in more and more jurisdictions. The basis of
the framework on which the results are built and one of the core elements of APSIDAL
are the Seven Data Protection Principles (7DPP), which were adopted by the GDPR. The
principles of the 7DPP are Ability, Purpose Limitation, Storage Limitation, Integrity and
Confidentiality, Data Minimization, Accuracy, Lawfulness, Fairness and Transparency and
due to their importance the framework is eponymously named APSIDAL.[6]

As depicted in Figure 2.16 the framework is divided into three main phases, preparation,
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assessment and implementation, each of them consists of activities that have to be carried
out.

Figure 2.16.: The Framework APSIDAL[12]

1) The preparation phase:

This phase consists of two activities. At first the system context, the business context and
the surrounding environment are examined to have a detailed understanding of the sys-
tem. Furthermore, a DPIA is conducted with the information gained in the previous step.
No special approach to executing it is recommended by Brix et. Al. The outcome of the
DPIA is the impact of the system processes on individuals towards the seven data pro-
tection principles. Depending on the severity of the impact, the appropriate measures are
selected in the assessment phase.[12]

39



2. Overview of the privacy frameworks

2) The assessment phase:

The main elements of this phase are the Seven Data Protection Principles. For each of
them Brix et. al. generated a table which includes the GDPR Provision, the objective of
the principle and possible measures. The measures are divided into organisational and
technical measures. It is instructive to note that the list does not include all possible mea-
sures but the most common ones. The decision as to which ones to implement and to what
extent is made based on the results of the previous phase in combination with eleven fac-
tors. The first seven are derived from provision 25 of the GDPR and complemented with
four additional factors. The seven: state of the art technology, cost, nature, scope, context,
purposes of processing and the risks associated with the processing; while the additional
four are: complexity, usability, efficiency and effectiveness. At the end of this phase there
should be a list of selected measures to fulfil the principal goals.[12]

3) Implementation phase:

Finally, the measures chosen in the previous phase are implemented. The outcome is a
system designed according to privacy by design and in compliance with the GDPR article
25. The system should still be monitored and operated to maintain the compliance after
the execution of the framework.[12]

The designers of APSIDAL performed a case study to evaluate and consequently improve
their framework. Through interviews with management teams from an IT security com-
pany and members from a start-up, which is processing personal data based on artificial
intelligence, it became clear that the first version of APSIDAL was not versatile nor flexi-
ble enough to be used in different situations. They realised that more factors play along to
choose the most suitable measures. Therefore, they added the factors complexity, usability,
efficiency and effectiveness to solve these problems.[6]
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This part discusses the differences and similarities of the privacy frameworks by compar-
ing them with each other to various aspects.

3.1. Motivation of the privacy frameworks

One important point which influenced the design of the frameworks is the justification for
the necessity developing a new framework. Various, sometimes interrelated reasons were
mentioned by the authors. The analysis is conducted approximately in chronological or-
der to demonstrate the temporal changes.

The oldest frameworks warrant their existence with the increasing privacy concerns of
individuals. These concerns were justified by their unease over potential abuse possibil-
ities and the lack of control over their data. These worries also influence the adoption of
new technologies. A general lack of approaches supporting the privacy assurance was
identified.[4, 15, 16, 29] It can be assumed that the motivation mentioned above was accu-
rate for the other frameworks too. However, more concrete requirements were adopted.
The justification of most of the frameworks was different kinds of gaps in the then exist-
ing landscape of methods to ensure privacy in systems.PriS first mentioned the need to
integrate privacy requirements in the early phases of the system development process.[18]
Similarly, the framework developed by Wuyts et. al. recognized the importance of the
selection of privacy solutions in connection with the engineering process.[32] LINDDUN
and ProPan identified a lack of methods to find threats, select suitable requirements and
finally to fulfil them. Because of this both approaches included these activities.[10, 3] Later,
the frameworks focused on the gap between the legal and the engineering domain. They
recognized the existing communication problems and also the difficulties to translate the
legal requirements into system requirements and later into specific technical solutions.
The main task of these methods was to connect both areas and close the gap between
them.[24, 27, 7] The most recent methods go one step further and refer to concrete laws,
more precisely the GDPR. The motivation behind the development of the framework by
Bieker et. al. and APSIDAL was to support systems in implementing and reaching com-
pliance with this, in many countries obligatory, regulation.[5, 6]

3.2. Software Development Lifecycle

Another difference between the presented frameworks is which phases of the software
development lifecycle (SDLC) are supported by them. First, in order to make this differ-
entiation, the SDLC and the activities performed in each stage have to be defined.There
are various definitions of the software engineering process. The stages may differ in their
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names, or sometime phases have been combined or have been subdivided, but all in all
they describe the same process. We will refer to the definition o the SDLC adopted by
Hoepman.[14] According to him, the development ofa software system is conducted in
six stages, namely: concept development(CD), analysis(A), design(D), implementation(I),
testing(T) and evaluation(E). The process is generally presented as a circle. After the last
stage, a new iteration begins by improving the system. The stages and the activities asso-
ciated to the privacy context are described below.

In the first phase of the SDLC, the concept development stage, a high-level view of the
project is gained. Additionally, the privacy targets to be achieved and the available re-
sources are determined.[19] The next stage is the analysis. As mentioned before, there are
two main approaches for this stage. During the goal-oriented approach starting from the
goals, identified in the previous stage, suitable requirements are refined. The second pos-
sibility is the risk-based approach where in the system is analysed with regard to existing
privacy risks and, based on this knowledge, requirements with the goal to prevent them
are identified.[24] Next, the design phase is conducted. In this stage, the architectures,
modules, components and interfaces of the system are designed[9]. In the fourth phase,
the specifications designed in the previous phase are translated into concrete technical
solutions. Here, Hoepman[14] specifically mentions the Privacy Enhancing Technologies
(PETs), which are defined by Borking and Blarkom et al.[14] as “a system of ICT measures
protecting informational privacy by eliminating or minimising personal data thereby pre-
venting unnecessary or unwanted processing of personal data, without the loss of the
functionality of the information system.” Its implementation should at best result in an
executable privacy friendly system. During the testing phase it is determined if the devel-
oped design meets the identified privacy and the general organisational goals. This step
is conducted through the application of tests, code reviews and audits.[9] Finally, in the
last stage the developed system is evaluated with regard the defined requirements. The
privacy compliance is proven in this process.

The Table 3.1 shows which phases of the SDLC are covered by the frameworks.
The first stage of the Software Development Lifecycle is covered by most of the recent
frameworks. They provide specified privacy properties which should be implemented by
the system. Almost all frameworks provide methods to support the analysis and the de-
sign stage, but we identified a gap in the testing and evaluation stages. Only two of the
thirteen frameworks provide guidance regarding to how to test and to validate the privacy
compliance of the developed systems.

3.3. Privacy Principles

One fundamental point in which the frameworks differ are the underlying privacy prin-
ciples the system should meet. The methods are developed based on these principles. In
Table 3.2, the allocation of the principles and associated frameworks is illustrated. Not all
frameworks presented in Chapter 2 are listed here because a few of these methods do not
have underlying principles, or the principles are not strictly determined by their develop-
ers and can be selected as needed. Some of the selected principles from the frameworks

42



3.3. Privacy Principles

Table 3.1.: Supported stages of the SDLC
CD A D I T E

Framework by Bellotti & Sellen X X
Framework by Hong et. al. X X
STRAP X X
PriS X X X X
Framework by Wueyts et. al. X X X
PFSD X X X X
LINDDUN X X X X
ProPan X X
PRIPARE X X X X X X
Framework by I.Oliver X X
Framework by Bieker et. al. X X X X X X
Framework by Colesky et. al. X X X
APSIDAL X X X X

overlap and sometimes principles mean the same only but have a different name. These
were then summarized. Most of the frameworks added typical security requirements,
such as confidentiality, integrity, availability, identification, authentication, authorisation
or data protection, to their principles. This decision is based on the key role of security
requirements for preserving privacy principles[10].

To have a better understanding of the privacy principles the definitions are given below.
Firstly, the definitions used in LINDDUN[10] were taken. Because this framework does not
cover all principles, definitions used in the framework by Bieker et. al.[5] and APSIDAL[6]
are used. The rest were taken from the frameworks which use them.

Anonymous:[28]“Anonymity of a subject from an attackers perspective means that the attacker
cannot sufficiently identify the subject within a set of subjects, the anonymity set.”

Pseudonymity:[28]“A pseudonym is an identifier of a subject other than one of the subjects real
names. Pseudonymity is the use of pseudonyms as identifiers. A subject is pseudonymous if a
pseudonym is used as identifier instead of one of its real names.”

Unlinkability:[5]“Unlinkability ensures data cannot be linked across different domains and/or
be used for purposes differing from the original intent”

Undectability & Unobservability:[28]“Undetectability of an item of interest (IOI) from an at-
tackers perspective means that the attacker cannot sufficiently distinguish whether it exists or not.
If we consider messages as IOIs, this means that messages are not sufficiently discernible from,
e.g., random noise” and “Unobservability of an item of interest (IOI) means undetectability of the
IOI against all subjects uninvolved in it and anonymity of the subject(s) involved in the IOI even
against the other subject(s) involved in that IOI.”
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3.4. Origin of the Privacy Principles

Transparency:[5]“Transparency means that the data subjects have knowledge of all relevant cir-
cumstances and factors regarding the processing of their personal data.”

User Content awareness:[10]“the content awareness property is proposed to make sure that users
are aware of their personal data and that only the minimum necessary information should be sought
and used to allow for the performance of the function to which it relates. The more personal identi-
fiable information a data subject discloses, the higher the risk is for privacy violation.”

Policy and Consent Compliance:[10]“the policy and consent compliance property requires the
whole system - including data flows, data stores, and processes - as data controller to inform the
data subject about the system’s privacy policy, or allow the data subject to specify consents in com-
pliance with legislation, before users accessing the system.”

Plausible deniability:[10]“plausible deniability refers to the ability to deny having performed
an action that other parties can neither confirm nor contradict.”

Storage Limitation:[6]“Storage Limitation principles focuses on keeping the identifiable data for
only the period that the data serve its purpose. The data controllers have full responsibility to main-
tain track of the data and remove it when it is no longer being processed for its original purpose.”

Accuracy:[6]“To take necessary steps to ensure the accuracy of data and to verify the dara source.”

Accountability:[6]“The data controllers must be accountable and be able to demontrate compli-
ance with the provisions of the regulation.”

Enforcement/Redress:[8]“privacy protection can only be effective if there is a mechanism in place
to enforce them.”

To guarantee the completeness the definitions of the security requirements are listed below.

Confidentiality [23]“Confidentiality means preserving authorized restrictions on information ac-
cess and disclosure, including means for protecting personal privacy and proprietary information.”

Availability [5]“Availability is the requirement to have data accessible, comprehensible and pro-
cessable in a timely fashion for authorized entities.”

Integrity [5]“Integrity represents the need for reliability and non-repudiation concerning infor-
mation, i.e. unmodified, authentic and correct data.”

3.4. Origin of the Privacy Principles

The differences between the underlying principles of the frameworks can be explained by
having a closer look at the origins from which they were derived. Four sources were iden-
tified by us. One used source is the Fair Information Practices (FIPs), which are a subset of
the privacy guidelines of the Organisation of Economic Co-Operation and Development
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(OECD) published in 1980.[14] The FIPs are a developed standard and form the basis for
privacy legislations in many countries and for many privacy policies.[29] This choice can
be explained by the fact that this standard is widely accepted. Another source from which
two frameworks adopt their privacy principles from laws, more precisely in both cases
from the General Data Protection Regulation (GDPR). They selected the GDPR as the ba-
sis for their principles, as it has been mandatory since 2018 and it dictates the minimum
required privacy level for all organisations that collect or process the personal data of indi-
viduals based within the European Union (EU).[31] The third origin is the security domain.
Often the main security requirements were adopted too, on account for their key role in the
privacy context. Without the right implementation of security, privacy cannot be ensured
in a system. Other privacy requirements were derived from comprehensive literature re-
search. The origin of the underlying privacy principles from the frameworks can be seen
in Table 3.3.

Table 3.3.: Origin of the underlying privacy principles
FIPs Laws Security Research No

(GDPR) properties information
Framework by Bellotti & Sellen X
STRAP X
PriS X X
PFSD X
LINDDUN X X
Framework by Bieker et. al X X X
APSIDAL X

3.5. Risk-based and Goal-oriented

Two main approaches exist to classify the way a framework can identify the operational
privacy requirements for a system during the software development lifecycle, namely risk-
based and goal-oriented approaches. The practices are complementary to each other. The
goal of both approaches is to support the designer in achieving compliance with the pri-
vacy principles, which are normally identified from the applicable legal framework with
the aid of privacy requirements. However, they differ in the way they try to achieve this
target. Generally, the goal-oriented approach focuses on preventing privacy risks through
the identification of features that should be implemented. In contrast, the risk-based ap-
proach concentrates on identifying and remedying the existing risks that could not be
prevented.[24] The characteristics of both approaches are described in detail. The pro-
cedures of both approaches are illustrated in Figure 3.1.

Usually, the risk-based method begins with the identification of the assets which may by-
pass these existing protections. Then, the threats are analysed, and the associated risks
are assessed and prioritized. There are two opportunities to treat the identified risks.
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Figure 3.1.: Goal-oriented vs risk-based privacy requirements elicitation[24]
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On one hand they can be accepted. Or requirements are identified that address them.
During the design stage, possible countermeasures are selected to meet the identified
requirements.[24] It is of mention that not always all listed steps are performed and the
implementation may vary depending on the framework. According to Notario et. al. the
risk-based approach focuses more on the specialties of a system then the goal-oriented
approach[24].

In contrast, in the goal-oriented approach, the privacy principles are seen as goals that the
system has to fulfil. Each of these high-level objectives can be normally be subdivided into
a set of lower-level guidelines, which can be described as a set of operational requirements.
Depending on their degree of impact on achieving the privacy goals, the requirements are
prioritized. Depending on measures are then selected to fulfil the requirements.[24] Again,
not all frameworks with the goal-oriented approach follow exactly all these steps. Notario
et. al. recognized that this approach may be easier to follow than the risk-based approach
for engineers, who are less experienced in the privacy domain and because of the used
guidelines privacy related decisions depend less on personal judgment.[24]

With this knowledge, it is possible to categorize the frameworks depending whether they
follow a goal-oriented approach, a risk-based approach or a combination of both. The re-
sults are summarized in Table 3.4.

Table 3.4.: Used approach to identify operational privacy requirements
Risk-based Goal-oriented

Framework by Bellotti & Sellen X
Framework by Hong et. al. X
STRAP X
PriS X
Framework by Wueyts et. al X
PFSD X X
LINDDUN X
ProPan X
PRIPARE X X
Framework by I.Oliver
Framework by Bieker et. al. X
Framework by Colesky et. al.
APSIDAL X X

There are several frameworks that follow a risk-based approach. Both the framework by
Bell otti and Sellen[4] as well as the framework by Hong et. al.[15] analyse existing risks
to a system through the usage of a questionnaire. Based on the results of this step and
another questionnaire, possible countermeasures are selected. Also, LINDDUN[10] fol-
lows the risk-based approach. Starting from possible threats the privacy requirements are
selected by the designers. ProPan[3] is based on the risk-based approach, too. Possible
threats are automatically identified and, based on the results, suitable treatments are se-
lected. Bieker et. al.[5] provided a methodology on how to conduct a Data Protection
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Impact Assessment (DPIA). A DPIA is, by its definition, a process that analyses, identifies
and finally minimises existing risks[26]. Based on the identified risks existing in the sys-
tem, suitable countermeasures are selected.

On the other hand, four frameworks follow the goal-oriented approach.The frameworks
STRAP[16] and PriS[18] start their process based on privacy goals that have to be achieved.
Wuyts et. al.[32] provide a privacy taxonomy which enables a goal-oriented selection of
privacy solutions. Starting from the goal, whether to protect privacy in a proactive or re-
active way possible measures can be selected to fulfill these objectives.

The Framework for Privacy-Friendly System Design (PFSD)[29] was the first framework
which unified both approaches. In one part of the framework, the sensitive processes and
potential risks are identified. The goal-oriented approach is realized through the desired
level of privacy. PRIPARE[24] is also a combination of both approaches. First, the goal-
oriented approach is conducted by translating high-level principles into operational re-
quirements. Then, a risk-based follows by identifying and addressing the remaining risks.
APSIDAL[6] combines both approaches as well, but the sequence is reversed. Firstly, a
DPIA, by definition a risk-based approach, is performed. Secondly, a set of privacy princi-
ples is provided that have to be fulfilled and the associated measures are recommended.

It was not possible to categorize two frameworks using this schema. One was the frame-
work developed by Nokia[27]. In this framework the selection of suitable requirements
is made based on the description of the information to be protected. The other is the
framework developed by Colesky et. al.[7] They provide a taxonomy beginning from the
strategies. The analysis of risks or requirements would be one step before and is therefore
not covered by this framework.

3.6. The distribution of the concrete technical solutions

As seen in Section 3.2 a few frameworks support the development of a system during the
implementation stage by providing privacy enhancing technologies (PETs). The concrete
solutions have changed and will change over time with the development of new tech-
niques and newly arising challenges or risks. Therefore, the distribution of the solutions is
examined and not the solutions themselves are compared.

Six frameworks provide concrete technical solutions. The different distributions are de-
scribed in detail below.

PriS divides the PETs into six categories[18]which in turn can be summarized into two
classes: privacy protection and privacy management. Privacy protection includes tools
and technologies which actively protect the privacy and contains these subclasses: pseu-
donymizer tools, anonymizer products and services, encryption tools and track and ev-
idence erasers. Privacy management contains tools and technologies which helps to ad-
ministrate privacy rules. This class includes the two subclasses: information and adminis-
tration tools.[25] PriS provides a table which connects the implementation techniques with
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the privacy process patterns they implement. Developers use this table to select the best
implementation technique based on the business context and the privacy requirements
which need to be addressed.[18] In the framework by Wueyts et. al.[32] the distribution
of the solutions follows their developed taxonomy. Firstly, a division is made based on
the two main objectives: concealing and guarding associations which are divided into 16
strategies. To each strategy at least one corresponding solution is associated with each
strategy. LINDDUN[10] derived their approach for the distribution of technical solutions
from the framework PriS and the framework by Wuyets et. al. The PETs are categorized
in ten classes, namely: anonymity system, privacy preserving authentication, privacy pre-
serving cryptographic protocols, information retrieval, data anonymization, information
hiding, pseudonymity systems, encryption techniques, access control techniques and pol-
icy and feedback tools. LINDDUN also provides a connection between the privacy re-
quirements and the corresponding PETs which implement them. The PFSD[29] provide
a few PETs for only one of their two main approaches. They support the developer with
guidance on how to implement the privacy by policy approach. The solutions are di-
vided into two classes: providing notice & choice and providing access. The framework by
Bieker et. al.[5] and APSIDAL[6] pursue a different approach. First, the PETs are mapped
on their privacy principles and are then further subdivided. The framework by Bieker
et. al.[5] categorize them in the second step into separate components, namely data, pro-
cesses and system, depending on in which component the privacy principle is ensured.
APSIDAL[6] subdivides the PETs whether they are organisational or technical measures.

Summarizing, the distributions of the concrete solutions differ in a few aspects. On one
side, the frameworks can be distinguished on the development process of the PETs cat-
alogue. The frameworks PriS and LINDDUN first categorize the PETs in classes. Based
on these results, it is specified which privacy principles are fulfilled by the application of
the PETs. In contrast, PFSD, the framework by Bieker et. al and APSIDAL start from the
principles/objectives they want to fulfil and later, in the second step, the PETs are mapped
to the suitable principle. The refinement of the distribution is another difference. As men-
tioned above, the number of categories in which the PETs are classified differs. Some of
the frameworks make a very rough subdivision, others a fine one. Additionally, there exist
a big difference between the number of provided PETs. But this is not discussed more in
detail in this thesis, since these concrete technical solutions change and therefore are not
valid over time.
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4. Conclusion

This chapter summarizes the work and the results of this bachelor thesis. Furthermore, an
outlook is given to possible future research areas related to this thesis.

4.1. Conclusion

The objective of this thesis is to provide a view over the state of the art in linking privacy
requirements to technical solutions. Through a comprehensive literature research, con-
ducted according to Kitchenhams[20] guideline, thirteen frameworks were identified and
presented. The frameworks were published between 1993 and 2017. These frameworks
propose methods to close the gap between privacy requirements and concrete solutions
and thereby provide support for more than one step of the software engineering process.

In the second part of the thesis, the frameworks are analysed and compared to various
aspects to determine similarities, differences and gaps. Firstly, the motivation for devel-
oping a new framework was identified. The older frameworks are substantiated by the
privacy concerns of the individuals when they use systems that come in conact with per-
sonal data. Over time, the given reasons have changed and gotten more concrete. The
frameworks were justified by the identification of gaps, which had to be closed, in the
previously existing frameworks. The frameworks differ in the approach that they use
to identify the operational privacy requirements. Two complementary approaches exist:
the goal-oriented and the risk-based. The goal-oriented approach focuses on preventing
privacy risks through the implementation of measures. While the risk-based approach
identifies and fixes already existing risks. With the exception of two frameworks, each
framework could be mapped to one or a combination of both approaches. Another as-
pect is the underlying privacy principles on the basis of which the frameworks were built.
Not all frameworks determine them, since some do not have underlying privacy princi-
ples, or they are not strictly determined. At first, the origins of the principles were anal-
ysed. Four different sources could be identified: The Fair Information Practices (FIPs),
the General Data Protection Regulation (GDPR), literature researches as well as typical
security requirements for a few of them because of their key-role to ensure privacy. The
recent frameworks adopted their privacy principles from the GDPR, since it is obligatory
for many organisations and therefore provide the minimum required privacy level. In
the next step, the privacy principles were compared with each other. Several principles
were adopted by multiple frameworks which partly overlap. Six frameworks provide
concrete technological solutions. The distribution of the solutions is examined rather than
the solutions themselves because the suitable solutions change over time in order to cope
with technological innovations. Three main differences were identified in the distribution
of solutions. In the end, we analysed which stages of the software development lifecy-
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cle are supported by the frameworks. We adopted the software development lifecycle by
Hoepman[14] which consists of six phases, namely concept development, analysis, design,
implementation, testing and evaluation. We identified that there is a lack of frameworks
that provide guidance for executing the last two stages of the lifecycle, since only two
frameworks support these stages of the SDLC.

These comparisons make it clear that different conceptual possibilities exist to build pri-
vacy frameworks. One of the conceptual possibilities are the underlying privacy princi-
ples the developed system should fulfil. They significantly influence the privacy level of
the built system. Furthermore, the approach which is used to identify the operational pri-
vacy requirement can differ. Partly different requirements can be identified, depending
on which is used, the goal-oriented, the risk-based or a combination of both. These re-
quirements also influence the way privacy is implemented. A privacy framework does
not always have to provide assistance for all the stages of the SDLC. Sometimes it may
be enough to provide support for only a few of them, depending on the environment, the
experience of the developer of a new system and other factors. When a framework sup-
ports the implementation stage and provides concrete Privacy Enhancing Technologies, it
can also be decided how they are distributed to facilitate the selection of the most suitable
implementation technique. Preferences for this may vary from person to person.

4.2. Future Research

This thesis provides a view over the existing privacy frameworks with general informa-
tion about them, their way of working and differences between their approaches. How-
ever, through our literature research, only limited information about the application of
them could be identified. In the future, it can be analysed if these frameworks are or were
applied and if yes, how exactly. Organisations may choose to use a few steps from a frame-
work or can choose to alter the methods within a framework. It would also be interesting
to see how the application of the frameworks are assessed in practices.

Another future research area is how privacy frameworks have to be modified to meet
the changes from traditional to agile software engineering processes. The traditional step
divisions may have to be customized to the iterative procedure.
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