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Abstract

The involved challenges in named-entity linking are to differentiate between words in general and afterwards to link the occurrences of the same entities. For example, in “Paris is the capital of France. I enjoy visiting the city” the challenge would be to associate the word “Paris” with the location, as well as to link the occurrences of “Paris” and “city” to the same entity.

Current supervised neural networks designed for named-entity linking use publicly available datasets for training and testing. They address the problem of automated information extraction in general and try to maximize the accuracy and speed of these networks. This thesis focuses especially on the aspect to apply transfer learning to networks trained for named-entity linking. If this approach succeeds, one could apply these networks to enterprises and their internal datasets or other fields where richness of data is not always given. An example could be the integration of such networks in order to extract the skill base of the employees from CVs, commit histories, etc. Another instance for this approach would be the application on legal documents, like terms of service.

In order to make automated information extraction possible for datasets not publicly available, it is necessary to compare the state-of-the-art supervised deep learning neural networks coping with such problems.

Afterwards, rather than using the private datasets for training, we want to integrate and apply the best state-of-the-art neural networks by using the concept of Transfer Learning. Furthermore, we aim at evaluating the different types of transfer learning to determine the most beneficial technique for this particular problem. The expected result is to gain insight about the accuracy of state-of-the-art algorithms trained on publicly available datasets. In addition to this, the goal is a neural network that is capable of extracting information from private datasets. However, we assume this network will provide less accuracy.
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1 Introduction

1.1 Overview

About 30 years ago, organizations started to automate different processes in their enterprise with the help of computers. It started with applications whose absence, from today’s perspective, is inconceivable for almost every single organization in the world. An example for such a necessity was developing websites to create an interface between the customers and the enterprises. This usage of digitized data has evolved into countless areas, dependent on the individual needs of every company. [2]

Today's goals are naturally more advanced than simply creating a user interface or connecting different companies and customers through a network. A large topic in state of the art research is to make computers able to understand natural language. This process, called natural language process, is extremely difficult due to the complexity of human language. Numerous different approaches that achieve extremely well on different topics can be found online. Though, this does not apply to the legal domain, as its content is more sensitive and less data to experiment with is publicly available. Approaching the legal domain and its formulations in the context of natural language processing is still in a very early stage. Therefore, any result that can be extracted from research in this segment is highly interesting. [71]

1.2 Motivation

Written word is the central medium in the legal domain in which publications are made available. Over the last decade, digitalization confronted a lot of industry sectors with an imperative to change. The same process now also begins to apply to the legal domain. Digitalization of text can be provided in three different ways, unstructured, semi-structured or structured information. [2]

While structured information is relatively easy to understand for computers, the processing of unstructured and semi-structured is rather difficult. In the legal domain, most publications are of semi-structured nature and for this reason harder to understand. Therefore, a big value would be added by transferring these documents to fully structured documents. Legal documents contain not only irrelevant but also hardly graspable parts for non-legal stakeholders, e.g. engineers. A major improvement would be the explanation and highlighting of certain keywords. [70]
This is where named-entity linking comes into play. The process of applying named-entity linking to text eliminates the necessity to explain keywords in legal documents. Instead, the program provides an entity together with a definition for the occurrence of a keyword. Plenty approaches exist for this particular problem, most of them with the same flaw. In the state of the art, the task of named-entity linking heavily relies on the domain of the documents. A named-entity linker trained to understand technical documents for car engines won’t understand keywords in a legal publication. [5] Furthermore, as mentioned above, the legal domain heavily relies on written word as the central medium. Therefore, any tool or progress in training a computer program to be able to read text written by humans at enormous speed would grant a huge benefit to stakeholders like lawyers and their clients. [71]

In order to avoid having to solve the problem of disambiguating entities multiple times for every domain, we introduce deep learning together with transfer learning. This is motivated by the goal to generalize the task of learning the linking of entities by re-using previous efforts for a new domain. If it would be possible to keep the generalized knowledge of the original algorithm and to only discard the domain-specific knowledge, the new program would need to understand less in order to perform equally or even better. An example of context-independent knowledge of such an algorithm would be the ability to gain information from the surrounding words of a keyword. [4]

Finally yet importantly, a big factor that motivated this work is the will to actuate the progress in deep learning. Not only working on law related data, but specifically named-entity linking with deep learning and transfer learning represents a small niche in current natural language processing research. Concluding from this, exploring the current possibilities and limitations in that field motivates the elaboration of this work.

In summary, two crucial arguments motivate this work: The evaluation of the possibilities to enhance performance by recycling previous work in terms of fine-tuning an existing network as well as the analysis of the approach to include new datasets to an existing pipelines. Although there are already several applications in forms of application programming interfaces, like Dandelion [10] and Dexter [6], trying to employ such features, a successful approach on bringing transfer learning to named-entity linking with deep learning is yet to find.

1.3 Problem Statement

Technically, the following problems hold back any faster progress in the field of natural language processing in the legal domain.

- Data scarcity.
  Natural language processing is a subtask of machine learning. For most of the
machine learning tasks, especially in deep learning, a vast amount of data is needed to generate algorithms that achieve feasible results for the respective field. Especially in law only little data is accessible due to its sensitive nature. Hence, successful approaches with deep learning in the legal domain are rare.

• Lack of knowledge.
Datasets that are dedicated to be used in a natural language processing task need to be preprocessed before they can be applied to a model. In terms of law, to prepare such data requires a lot of domain expert knowledge which is often not accessible by developers. The other way round, experts from the legal domain have access to and a decent understanding of feasible data, but do not have the rights to publish such data and mostly not the knowledge to use complex machine learning methods. [25]

• Absence of prior art.
Named-entity linking with deep learning is a difficult task. The datasets have to be preprocessed in order to provide the necessary information for a network to successfully learn which entity to pick. Compared to deep learning and image recognition, only two inputs are necessary: an image and a respective label classifying that image. With this information a neural network is able to learn object detection at a decent level. The entire problem in named-entity linking is more difficult. The same word can refer to different entities depending on different factors. As mentioned in the very beginning, Paris can refer to a person and a location while the same picture can never refer to different labels. This complexity causes that most named-entity linking approaches use conventional machine learning methods that rely on engineered features.

1.4 Research Question and Objectives

The objective of this thesis is to gain insight on the process and results of applying transfer learning in terms of named-entity linking with deep learning. The dedicated dataset that is used in order to conduct experiments and to implement transfer learning originates from the legal domain. This dataset contains documents with bills passed by the European Parliament. For more information on the origin and creation of the dataset, see chapter 4. Necessary steps for this objective are expressed through the research questions below.

1. What kind of existing approach should be used for transfer learning?
Before transfer learning can be analyzed or evaluated, a state of the art approach needs to be chosen which can be re-used and adapted for the purpose of this thesis. Details about the analyzed candidates for the application of transfer learning, see chapter 3. More insight on which approach has been chosen and why is provided in chapter 4. The design and concept of the desired named-entity linking approach will also be explained in that chapter.
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2. Which technique of transfer learning suits best?
   Literature review and previous experience have shown that three different transfer learning techniques won recognition in the past. These three were implemented and their performance was tracked and captured accordingly. Chapter 4 explains the realization of the chosen techniques together with the involved technologies.

3. Is the use of transfer learning with named-entity linking beneficial in the legal domain?
   After picking a desired, state of the art implementation, different experiments were conducted and evaluated in order to extract any possible benefits from using transfer learning compared to other techniques. See chapter 5 for the results of applying the different techniques and a comparison with other approaches. Finally, chapter 6 provides the conclusions that were drawn from the results of these experiments and highlights the limitations this thesis was restricted to.

1.5 Thesis Contribution

The major outcomes of this thesis are summarized by the bullet points below.

- Generation of a legal dataset.
  In this work, we created a new dataset for the named-entity linking task from the EUR-Lex corpus [18]. It has been automatically extracted. We put it into the same format as public benchmark datasets, see subsection 4.1.1 for details. Also, the created pipeline can be used to transform any raw text into a dataset that can be used for named-entity linking.

- Understand and modify a state of the art deep named-entity linking system [23].
  By performing a lot of code archeology on that existing system, we were able to grasp its architecture. Thereby, we were able to modify the model so that it could be trained on other datasets apart from the ones it was originally created for. Thanks to this, we were able to conduct experiments on different datasets. We gained an increase in accuracy in some cases, which indicates the success of our approach. See section 5.2 for the achieved results.

- Apply transfer learning.
  In the scope of this work, we achieved to reproduce the results stated by the authors of the re-used named-entity linking system [23]. Furthermore we re-used the trained model to fine tune it on the EUR-Lex dataset [18] as well as the other way round. Thereby, we observed an increase in accuracy in at least one of the experiments.
1.6 Research Milestones

This section provides an incremental view of the milestones reached during the elaboration of this work. Figure 1.1 depicts the major milestones. First, a detailed state of the art analysis for named-entity linking with deep learning was conducted. Afterwards, we were able to apply transfer learning to the named-entity linking system by employing two datasets, one was manually annotated for the use of the entity disambiguation task, the other was the dataset generated in the scope of this work. Finally, the model was tested and based on the results some improvements were applied. The used model for the dedicated neural network even improved in accuracy after employing a transfer learning technique.

![Figure 1.1: Research milestones achieved in this work.](image)

1.7 Structure of the Work

This section shortly presents the different chapters of this thesis. After the above introduction, chapter 2 explain the basic foundations needed to follow this work. In particular, it breaks down the subjects natural language processing, named-entity recognition & linking and finally gives a brief introduction into deep learning with a focus on transfer learning.

Chapter 3 presents prior work on the topics involved in this thesis. First the state of the art in the field of transfer learning is depicted. Then, we show the current progress with regards to named-entity linking in deep learning. Subsequently, we take a deeper look into recent approaches on named-entity linking in the legal domain.

In chapter 4 we explain all practical challenges that have been addressed in the scope of this thesis. Starting off with the necessary preparations, we eventually present the
application of transfer learning to a state of the art named-entity linking system. Chapter 5 shows all conducted experiments and interprets the respective results. Besides applying transfer learning, we also experimented with two other methods to be able to outline the benefits and disadvantages of transfer learning. Furthermore, a discussion including limitations to this work with respect to the achieved results is provided in that chapter.
Finally, in chapter 6, we present our conclusions drawn from the results with respect to the involved limitations. Additionally, some future work is depicted, that would have suited the topic of this thesis but did not fit in its scope due to time restrictions.
2 Foundations

The following chapter copes with the fundamental concepts of this thesis. These sections contain the knowledge required to follow the rest of the work, in particular chapter 4.

2.1 Deep Learning

This section provides explanations about deep learning that are necessary to follow the implementation of the thesis. First, this section will give an understanding about the basics of deep learning and neural networks. Afterwards, transfer learning, which is a deep learning technique, will be explained more into detail as the general understanding of this technique is fundamental for this thesis.

2.1.1 Deep Learning in General

Ever since computers have been around, different methods for enabling artificial intelligence are being explored. The experiments started with problems that were hard to solve for humans, mostly tasks that could be completely described with mathematical rules. Over the years, this transformed to problems that seemed easy and intuitive to solve for humans, since these are the tasks that are hard to describe formally. Examples for these tasks would be the recognition of objects on images or the recognition of speech. [29]

Deep learning is a topic belonging to the umbrella term artificial intelligence. On a high level view, deep learning enables computers to build complex concepts out of simple components. We will explain the concept of deep learning a bit more detailed on the basis of Figure 2.1.

It starts with raw input data in form of an image. As the goal of the algorithm, also called neural network, is to identify the object in the pixels of the image, it needs to learn a mapping from pixels to the correct object. Since the direct implementation of such a mapping is very difficult, and for some problems even impossible to do so, a different approach is necessary. To realize the complex concept, the problem has to be broken down into multiple steps representing smaller, simpler mappings. Each of these mappings is represented by a so called layer in the neural network.

The setup in this example, as you can see on Figure 2.1, starts with a pixel representation of an input image. The raw image of pixels that are fed into the network is
called input or also visible layer. Based on the input, one or more hidden layers extract features from the image growing in complexity the more layers there are. These layers are called hidden layers because their value is determined by the algorithm itself and it can not be observed. Each layer outputs the extracted features in an image.

An explicit pipeline for an image recognition neural network would be the following. First, the input data in form of images represented by pixels are fed to the network in the visible layer. In the next step, the first hidden layer tries to extract basic features from the pixels, like edges, by comparing the brightness of each pixel. Afterwards, in the next hidden layer, the network tries to identify corners and contours by clustering edges, the output of the first hidden layer. Having corners and contours as an input, the following hidden layer tries to derive a description of the image from the corners and contours to find object parts. Finally, in the last layer, the so called output layer, using the detected object parts from the previous layer, the algorithm derives a description of the image from object parts and returns an object identity as a result.

Figure 2.1: An illustration of the deep learning process for image recognition [29].
2.1.2 Transfer Learning

After a general introduction to deep learning, this subsection highlights the technique of transfer learning. First, we give a general definition. Afterwards, the possible scenarios as well as the potential benefits are presented.

2.1.2.1 What is Transfer Learning?

The field of deep learning covers an extremely broad spectrum. Especially of importance for this thesis is a technique called transfer learning. In traditional supervised machine learning there is a defined task the developers want the network to perform. For that task, a huge amount of labeled data is needed in order to train the network. This labeled data originates from a certain place, a so-called domain. Without a decent amount of input data, the network is most likely not able to modify its weights well enough to reach a certain accuracy. In particular, this problem exists when using a random initialization for weights and biases at the beginning of the training phase of a network. The left hand side of Figure 2.2 depicts how the network converges to a solution with no prior knowledge about the problem statement. Clearly, the algorithm needs many backpropagation steps to tune the weights into the right direction. For the tuning of the weights to function properly, a big dataset is necessary in order to give the network a sufficient amount of references for the optimal solution. The usual approach is to train

![Figure 2.2: Inductive learning compared to transfer learning [11].](image)

the network with the labeled data from a certain domain and thus make it perform as good as possible for the respective domain. This approach is optimal for classifying data from that exact domain. [62]

Although this might suffice in many cases, its benefits come to an end quickly if that same network has to perform on a slight different task or domain. For example, when a network is trained to perform on detecting people on pictures at daytime, chances are, the algorithm will perform worse by a decent amount if applied to images with people at night time. The reason for this behavior comes from the training stage. Every neuron in the network has a weight and bias influencing its output. These weights and
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Biases have been adapted to perform in the best way possible on the training data it has seen. Therefore, due to the bias, which is optimized on pictures of people at daytime, the network is most likely not able to generalize. Hence, it won’t be able to perform decently on pictures from a new domain. [60]

This is where transfer learning comes into play. With the use of transfer learning, the problem depicted above can be solved without the need to train a new network on huge amounts of labeled data from the new domain. In transfer learning, a model A is trained on a dataset from a source domain for a source task. By doing so, the neural network gains insight on how to solve the source task and tries to maximize its performance.

The theory behind transfer learning is to not apply the whole model to the new domain or task, but to pertain knowledge about generalized features in both, the source and target task. Applying that to the problem of detecting people at night time, the goal is to store the knowledge about how to detect edges, contours and even objects in images, while discarding any learned features that specialize on a certain domain. Research showed that these features are mostly learned in the low-level layers of a network, the implementation would result in keeping these low-level layers and discarding the last layer of a network in order to keep the generalization. [60] See Figure 2.3 for a depiction of the basic transfer learning setup.

![Transfer learning diagram](image)

**Figure 2.3:** The typical transfer learning setup [60].

2.1.2.2 Scenarios of Transfer Learning

Assuming somebody considers reusing a pre-trained network with a new dataset, it is very likely to be observed that the original and the new dataset are situated in one of the
four following categories inspired by [11]. All four scenarios are depicted in Figure 2.4.

1. Scarcity of data & low similarity.
   This approach is the least promising in terms of transfer learning. As explained above, the original neural network can be interpreted as follows. The lower layers of the network serve as basic feature extractors. In image recognition, for example, in the first layers the network learns to recognize edges, corners and contours. Later layers will then learn more complex structures. At last, the output layers identify objects on the images.
   When having a dataset in this state, the only possibility to reuse the original network is by trying to freeze the first layers and to fine tune the more advanced ones. The theory behind this approach is to retain the capability of extracting the features that are similar in the original and the new datasets. Transferred to the image recognition example, to detect objects, every image classifier needs to learn how to recognize corners and edges first. The goal is to keep this skill for the new dataset. This option though, as mentioned above, is not known to promise very good results.

2. Scarcity of data & high similarity.
   In this scenario, the new dataset is rather small and thus its size does not suffice to reach a decent accuracy by training a neural network from scratch. But since the new dataset and the original input to the pre-trained network are highly similar, it is plausible that by adjusting the output layers of the original network the accuracy on the new dataset will be on a decent level. In this case, the lower layers of the original network serve as a feature extractor for the general problem statement that confronts both of the datasets.

3. Richness of data & low similarity.
   If the new dataset contains a big amount of input-output pairs which are highly dissimilar compared to the original dataset, training a neural network from scratch would be the better approach. There are two main reasons for this. First, in this situation, the network can learn all the needed features from the big new dataset, thus there is no need to inherit these skills from a pre-trained algorithm. Second, as the datasets do not have a lot in common, spoiling the network with the original dataset would not help with converging to the correct solution for the new dataset, as the weights will adapt into the wrong direction.

4. Richness of data & high similarity.
   Having a big dataset which is fairly similar to the original dataset is obviously the optimal scenario. This state indicates that there is no need to discard any of the previously acquired skills of the algorithm as the features between both datasets are similar. In order to ensure a high accuracy with the pre-trained model all the layers should not be changed. In this case, the only modification needed to apply the neural network to the new dataset is to keep the layers but to fine tune the
pre-trained model of the algorithm in order to minimize the original influence of the dataset on the weights and biases. Fine tuning means to reload and retrain the pre-trained network with the new data. [11]

![Diagram of transfer learning scenarios](image)

Figure 2.4: The typical transfer learning scenarios [11].

### 2.1.2.3 Benefits of Transfer Learning

When considering the use of transfer learning, there are several benefits that can occur by fine tuning a network for a target task. As stated in [52], there are three potential benefits of transfer learning.

- **Better start.** The initial performance of the network is higher in a way that, with respect to the used metrics, it provides higher accuracy in its first iteration. This is an expected behavior because the weights of the model are already adapted towards the source dataset. Since the similarity is usually high when using transfer learning, the optimal weights for the target task are close to the learned values for the source task.

- **Steeper slope.** In this case, the algorithm improves faster in comparison to not using a pre-trained algorithm. Faster improvement means peaking its accuracy in lesser time.

- **Higher asymptote.** The maximum accuracy that can be achieved by the network using a pre-trained network outperforms the potential peak without the use of transfer learning.
In the optimal case, all three benefits occur when using transfer learning. Figure 2.5 visualizes the two learning curves with and without transfer learning, respectively. For transfer learning to succeed, i.e. to trigger some or all of the benefits stated above, it has to be ensured that the involved datasets fulfill the requirements explained in subsection 2.1.2.2. If the datasets are not rich in size or are not similar with respect to the above combinations, performance might even decrease. In these scenarios, transfer learning techniques should not be employed.

Figure 2.5: The potential benefits of transfer learning [4].

### 2.2 Natural Language Processing (NLP)

The expression of natural language processing is around since approximately the 1950s. It is a method to modify unstructured information written by humans in a way so machines can understand it. Natural language processing is "the field of study that focuses on the interactions between human language and computers" as stated by Matt Kiser in [4]. By implementing such an interface between the human language and computers, machines are able to understand the way humans speak. Hence, NLP enables the possibility to build real-world applications that solve many complex tasks.

Sounding rather simple in theory, the actual implementation of natural language processing is a difficult task. On the one hand, human language is unstructured, not plain and often inaccurate. More frequent than one would expect, situations occur where even people can not extract the intended meaning of a sentence. The technical term for such sentences is called syntactic ambiguity. To outline the difficulty of the realization of the NLP interface, I will state a few examples for ambiguous sentences (taken from [51]):

- "The professor said on Monday he would give an exam."
- "The burglar threatened the student with the knife."
Although certain meanings can be concluded from reasoning, i.e. interpreting the second sentence as "a burglar with a knife threatened a student" is more likely than "a burglar threatened a student that was in possession of a knife", the reader can not be entirely sure what the author’s intended meaning was. See Figure 2.6 for another example on how ambiguous natural language can be. Obviously, it is even harder to implement such a knowledge for a machine. Nonetheless, there are many state-of-the-art algorithms that perform pretty well on certain tasks. Namely, the main tasks in natural language processing are sentence segmentation, tokenization, stemming and named-entity recognition. Sentence segmentation finds sentence boundaries like start and end in a given text. Tokenization subdivides a sentence into different words and numbers. The stemming process strips words to its stem. For example, drinking would be striped to drink. Named-entity recognition is also further explained in 2.3. A system with that capability is able to identify entities of a certain type, e.g. persons or locations. [26] Examples for real-world applications of natural language processing are automated text summarization, extracting sentiments from a text and word stemming [38].

![Figure 2.6: Ambiguity in NLP adapted from [35].](image)

### 2.3 Named-Entity Recognition & Linking

Named-entity recognition as well as named-entity linking are sub domains of information extraction. Both of these tasks are used to extract added value from semi-structured text. The desired output is linked data that provides additional information about certain keywords in a document [65]. In the following, the core concepts will be explained further.
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2.3.1 Named-Entity Recognition

In the context of natural language processing, the process of applying named-entity recognition can be broken down into two consecutive tasks.

1. Detect named-entities.
   As identifying such entities in continuous text is a complex task for a computer, approaches mostly use an ontology. This ontology includes semantic information about named-entities. Since precision is a very important factor especially in the legal domain, the used ontology needs an even higher coverage than for other fields. An example for semantic information could be the indication that the occurrence "Court" refers to an "organization" or that the occurrence "stole from the store" may refer to a crime. [5]

2. Label the found entities with a tag.
   After finding the occurrences of the named-entities with the help of ontologies, these still need to be classified and labeled according to the reference they represent. Taking the example from above, every occurrence needs to receive the correct tag, meaning every occurrence of the word "Court" is labeled with the tag "organization". [56]

In 1912, Einstein applied the general theory of relativity to model the large-scale structure of the universe. He was visiting the United States when Adolf Hitler came to power in 1933 and did not go back to Germany, where he had been a professor at the Berlin Academy of Sciences. He settled in the U.S., becoming an American citizen in 1940. On the eve of World War II, he endorsed a letter to President Franklin D. Roosevelt alerting him to the potential development of "extremely powerful bombs of a new type" and recommending that the U.S. begin similar research. This eventually led to what would become the Manhattan Project. Einstein supported defending the Allied forces, but largely denounced using the new discovery of nuclear fission as a weapon. Later, with the British philosopher Bertrand Russell, Einstein signed the Russell-Einstein Manifesto, which highlighted the danger of nuclear weapons. Einstein was affiliated with the Institute for Advanced Study in Princeton, New Jersey, until his death in 1955.

Tag colours:
- LOCATION
- TIME
- PERSON
- ORGANIZATION
- MONEY
- PERCENT
- DATE

Figure 2.7: Example of a Wikipedia article for Albert Einstein, tagged with the Stanford NER tool [47].

The task of named-entity recognition is always the preceding task for named-entity linking. This technique can be very helpful for automatically creating datasets needed for solving the task of named-entity linking. A typical result of applying named-entity recognition to text is shown in figure 2.7. This example was created by the StanfordNER tool, implemented by the Stanford NLP Group [20]. Since the scope of this thesis focuses
only on the disambiguation task, named-entity recognition will not be evaluated in this work.

2.3.2 Named-Entity Linking

The task that will be explained in the following section has many different expressions throughout the state of the art papers. Some define it as named-entity linking or disambiguation, others call it co-reference resolution and in rare cases it is referred to as wikification. In this thesis the task of linking mentions to the correct entity will be represented by named-entity linking (NEL) from here on, as this term provides the most expressiveness. The concept of named-entity linking can be broken down into several sub-tasks.

2.3.2.1 Setting up a Knowledge Base

The first step in NEL is always to set up some sort of knowledge base (KB). A KB is a database that contains structured information about every possible entity that should be known by the NEL system that will be implemented for a certain task. For an example of how such a KB might look like and what kind of data it contains, see Figure 2.8. Only with a knowledge base containing a sufficient amount of information about each entity, occurrence of such entities can be found and linked respectively. Setting up the knowledge base is the foundation for implementing a NEL system. Having created the structured database, one can now focus on the actual task of named-entity linking.

2.3.2.2 Disambiguate Entities & Link to KB

Before the found entities can be linked to entries in the knowledge base, a disambiguation step is needed. According to [56], this includes three main challenges that have to be overcome.

- Dissimilarities in Name. Although it might be perfectly clear to the human eye that United States of America, USA or the States all refer to the United States of America, a system must be capable of handling these variations in an occurrence string.

- Entity Ambiguity. Many words have multiple different meanings. Take the word break as an example. Break has many different meanings. E.g., on the one hand, it can refer to taking a break from work, whereas a synonym would be a recess. On the other hand, it could also stand for the breaking of a bone, a fitting synonym here would be a fracture. Taking into account the word context around the entity mention, the NEL system must be able to identify the correct meaning for such an ambiguous entity.

- Entity Absence. By working with huge corpora, the chance of having a decent number of entities without any entry in the KB is rather high. The named-entity linker also needs to have a fallback for that problem.
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Figure 2.8: An example of the structured information contained in a knowledge base [39].

2.3.2.3 Summary

Compressing the above explanation of named-entity linking, the process can be summed up by three statements.

1. Detect mentions by determining linkable phrases.

2. Link generation by identifying candidate entities for each mention.

3. Disambiguation of entities through the context of the respective occurrences.

How state of the art NEL systems cope with these challenges and what accuracies they achieve is explained in chapter 3.
3 Related Work

This chapter presents the state of the art in the involved topics of this thesis. First, we highlight the progress of transfer learning in general. Afterwards, we outline how prior research addresses the problem of named-entity linking with a special focus on deep learning and transfer learning, as well as the legal domain.

3.1 Transfer Learning

The idea behind transfer learning is to reuse knowledge that has once been gained by a neural network on a new task. As explained in subsection 2.1.2, this can be especially helpful in scenarios where only little data is available.

Sawada et al. [62] point out that in the state of the art in supervised transfer learning [34, 59, 53], most researchers take a similar approach. First, a base model is constructed that has been trained on source domain data using a source cost function. Then, a second model is implemented based on the target domain data. This time, the hidden layers from the original model are used as initial values and the output layer is replaced. Additionally a second cost function for the new model is applied. They furthermore state that this approach in fact outperforms non-transfer learning when the source and target domain are similar. Though, it can appear that a neural network will perform poorly with respect to classification. This can be caused by training the output layer on small amounts of data compared to the original datasets, as it tends to overfit on the new training set. Figure 3.1 depicts a concrete example of an implementation of transfer learning for a convolutional neural network implemented by indico IO [45]. The visualization highlights the core of transfer learning. In particular, the convolutional neural network is trained on a source task with an original classifier. Everything is then applied to a new input, the developers only changed the classifier. Sawada et al. [62] try to prevent the overfitting by also taking the output layer into account when applying transfer learning. For the transferred output layer, a new cost function is calculated. The difference is that this new cost function is not constructed based on the target domain, it rather consists of two cost functions that get linked by evaluating the relationship between source and target data. In the case of [62] the source data originated from publicly available image recognition datasets, like MNIST [40] and CIFAR-10 [43]. The target domain dataset was generated from two-dimensional electrophoresis images, that can indicate diseases of patients. The resulting model of applying deep neural networks to the images achieved an accuracy of over 90%. [62]
3 Related Work

Further approaches make use of transfer learning techniques by transferring the knowledge gained from simulations to real-world applications, for example for autonomous driving [73] or for robotic movement [61]. In case of Google’s translation system [36], they transferred knowledge across different languages and therefore only had to train a neural network on a single language. The results are extremely good, approved by the vast number of people using their live system\(^1\) as a translator.

![Indico IO transfer learning approach on convolutional neural networks](image)

Figure 3.1: The Indico IO transfer learning approach on convolutional neural networks [45].

3.2 Named-Entity Linking with Transfer Learning

Over the last years, multiple studies [21, 69] focused on the task of named-entity linking as a subtask to natural language processing. Avirup et al. [64] point out that most of the approaches use Wikipedia as a knowledge base in their work. Especially when creating an named-entity linking system for a certain domain, expert knowledge from that area is a huge advantage. Only a small part of that expert knowledge, which would

\(^1\)https://translate.google.com/
be needed to reach higher accuracies in many cases, can be found in Wikipedia. Thus, Avirup et al. [64] present another approach called Open-DB NED. They use a domain independent, database-driven feature generation meaning the features of the algorithm will be adapted depending on the current knowledge base. This approach defines different count functions as features which can be used independent of the domain and the knowledge base. Their counts are based on the attributes of the different entities as well as the similarities between entities. [64]

Another approach provides a language independent entity linking. Radu et al. [65] derive features, that are able to discriminate between entities across languages. They state that all their features base on a similarity measurement between the context of the mention and the correct entity. Furthermore, Radu et al. indicate that features such as a category count, i.e. for an entity like Lincoln, count occurrences in context of words like cities in Nebraska, can be applied in other languages without retraining the algorithm. The presented results in [65] show, that their system trained in English, still outperforms other state of the art systems when tested in Chinese and Spanish.

Though numerous named-entity linking approaches exist that make use of some sort of transfer learning, a successful approach using deep learning techniques for transfer learning on a named-entity linking system is yet to find.

### 3.3 Named-Entity Linking in Law

The success of named-entity linking is highly dependent on domain specific knowledge. Making a machine learning algorithm learn that domain specific knowledge, it needs a huge amount of training data. In the legal domain, only few corpora exist, most of them relatively small in size. [27] The scarcity of data is one of many reasons why named-entity linking in terms of law has not gotten much attention compared to named-entity linking in other domains. The only notable approach that is presented here is a low-cost, high-coverage system for named-entity recognition and -linking for legal texts. The authors Cardellino et al. [5] implemented a system for named-entity recognition, classification and linking. While they focus on a legal corpus for the recognition and classification task, entity linking was only evaluated on a Wikipedia corpus. Therefore, they also did not entirely tackle the problem of named-entity linking in the legal domain.

### 3.4 Candidates for Thesis

None of the above candidates is adequate for this thesis. The approaches that already use transfer learning don’t seem to use deep learning techniques to employ the knowledge transfer. As this is a prerequisite for the thesis, we had a look into the research section named-entity linking with deep learning. We narrowed down our candidates for transfer learning with deep learning to three competitors. Two of these named-entity linking systems are explained in this section. The third and dedicated candidate chosen
for this thesis is explained in subsection 4.1.3. The first candidate uses convolutional neural networks to capture semantic similarity for entity linking [21]. The authors feed three types of information from the input document and two types of documents from the respective entity through their convolutional network. Francis-Landau et al. [21] took into account the mention, its immediate context and the entire document as a source document, and the entity title with its Wikipedia article as a target entity link. The output of this stage is a vector that is informative about the relatedness between a source document and a potential target entity. This vector is then fed to a sparse model that calculates possible entity candidates and chooses between them with the help of the output of the convolutional neural network. [21] The stated accuracy on baseline datasets is significantly lower than current state of the art systems. Therefore we do not consider this our preferred competitor.

The second approach implements a named-entity disambiguation system for noisy text. Eshel et al. [15] developed an entity linking system for a noisy dataset and state that this task is more challenging than creating a system for the state of the art datasets, like AIDA-CoNLL. They state the goal to capture the noise around the local context of a mention through a neural network. Although they perform extremely well on the WikilinksNED dataset created in the scope of the paper for the approach, they can not reach state of the art results on baseline datasets used for comparing named-entity linking systems. A depiction of their implemented model is shown in figure 3.2. The color associations show how the network interprets the mention and its surrounding context. The network takes into account the left and right context of a mention, as well as a respective candidate list. With this information, the network is able to output its best predictions of entities. Finally, a classifier chooses the best result of the outcome and outputs it as the correct entity. Although Eshel et al. [15] do outperform the approach presented above, they are still lacking performance compared to the state of the art. Therefore we exclude both of these approaches from further usage.
"...indoor games. I was born in Atlantic City so the obvious next choice was *Monopoly*. I played until I became a successful Captain of Industry..."

Figure 3.2: Named-entity disambiguation system for noisy text [15]. ARRN represents a recurrent neural network that uses gated recurrent units to associate candidates and context word vectors correctly.
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The previous chapter outlined the conceptualization of this thesis. This chapter demonstrates the necessary practical steps to realize the concept and how they were dealt with.

4.1 Preliminary

Before transfer learning can be implemented, there are a few prerequisites that need to be fulfilled. This section outlines the requirements for this work to make transfer learning for named-entity linking possible.

4.1.1 Datasets

This section will outline the details about the datasets that are involved in all experiments. First, I will give some insights on what publicly available datasets look like. Afterwards, the details about the generation of the EUR-Lex dataset, created in the scope of this thesis, are presented. Statistics about these datasets can be found in Tables 4.1, and 4.2. Furthermore, this section defines the architecture of the selected implementation and shortly presents the respective results.

4.1.1.1 Public Benchmark Datasets

The following datasets are used in state of the art named-entity linking systems to measure the performance of the developed algorithms. They are publicly available and mostly manually annotated.

1. AIDA-CoNLL [33].
   This dataset is widely used for public benchmarks on the entity disambiguation task. In terms of entity disambiguation, the AIDA corpus is the biggest manually annotated dataset available. It is divided into three parts, AIDA-train, AIDA-A, denoted as the validation set, and AIDA-B acting as a test set.

2. WNED 1 [30].
   This is a collection of datasets automatically created from the Wikipedia corpus. The included datasets are also used for public benchmarks, but since they are generated automatically and hence less trustworthy, they are mostly used for testing a named-entity linking system, not for training it.

1http://lemurproject.org/clueweb09/FACC1/
<table>
<thead>
<tr>
<th>Dataset</th>
<th>Number Mentions</th>
<th>Number Documents</th>
<th>Gold Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIDA-train</td>
<td>18,848</td>
<td>946</td>
<td>100%</td>
</tr>
<tr>
<td>AIDA-A (valid)</td>
<td>4,791</td>
<td>216</td>
<td>96.9%</td>
</tr>
<tr>
<td>AIDA-B (test)</td>
<td>4,485</td>
<td>231</td>
<td>98.2%</td>
</tr>
<tr>
<td>MSNBC</td>
<td>656</td>
<td>20</td>
<td>98.5%</td>
</tr>
<tr>
<td>AQUAINT</td>
<td>727</td>
<td>50</td>
<td>94.2%</td>
</tr>
<tr>
<td>ACE2004</td>
<td>257</td>
<td>36</td>
<td>90.6%</td>
</tr>
<tr>
<td>WNED-CWEB</td>
<td>11,154</td>
<td>320</td>
<td>91.1%</td>
</tr>
<tr>
<td>WNED-WIKI</td>
<td>6,821</td>
<td>320</td>
<td>92%</td>
</tr>
<tr>
<td>EURLEX-train 1k</td>
<td>1,853</td>
<td>1,118</td>
<td>87%</td>
</tr>
<tr>
<td>EURLEX-test 1k</td>
<td>333</td>
<td>185</td>
<td>87%</td>
</tr>
<tr>
<td>EURLEX-train 20k</td>
<td>33,937</td>
<td>17,352</td>
<td>87%</td>
</tr>
<tr>
<td>EURLEX-test 20k</td>
<td>11,674</td>
<td>4,580</td>
<td>87%</td>
</tr>
</tbody>
</table>

Table 4.1: Entity Disambiguation Datasets. Gold Recall represents the percentage of mentions which have the ground truth entity in their respective candidate set. This table was adapted from [23].

3. MSNBC [9], AQUAINT [49] & ACE2004 [57].
All three of these datasets are taken from different news corpora, all written in English. The news datasets are small in comparison to the AIDA-CoNLL datasets but are also manually annotated.

4.1.1.2 EUR-Lex

This dataset was created from the corpus publicly accessible on a sub-page of the official homepage of the European Union\(^2\). The website provides free access to multiple topics including for instance the so called Official journal of the European Union, EU law with subjects such as regulations and directives or summaries of legislations. [18] For the scope of this thesis, only documents from the journal and the EU law were used. To be able to use the content of the EUR-Lex website, important data with respect to named-entity linking had to be extracted. The following steps were involved in the extraction of the necessary data.

1. Download documents in HTML format from the EUR-Lex website and extract the content into separate text files. A python framework has been used to easily process all necessary information in the relevant HTML documents. For further details on the framework, see 5.1.

2. Load content from text files and send them to the application programming interface (API) of Dandelion's named-entity linking system. [10] The response from that API contains annotations with the respective offset in the original text together

\(^2\)http://eur-lex.europa.eu/homepage.html
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with the ground truth entity. The accuracy provided by the API on the EUR-Lex data was taken as the gold recall rate in table 4.1 for this dataset.

3. Store response in a format similar to public benchmarks datasets. In order to ensure the usefulness of the automatically created dataset for the task of named-entity linking, the dataset is stored similar to the format of the WNED datasets. This format can be seen in Figure 4.1. Each dataset folder consists of one folder containing the text files to be parsed and one XML file with the annotations for the text. This XML file consists the following information about each mention.

- Mention: the mention for which an entity exists in the Wikipedia knowledge base.
- Wikiname: the name of the entity in the Wikipedia knowledge base.
- Offset: the offset of the first letter of the mention in the respective document.
- Length: The number of characters of the mention.

After the generation of the dataset, we divided it into two parts. One contains the annotations of all documents that were processed from the EUR-Lex corpus, the other contains annotations from only a restricted set of approximately 1,000 documents. As the entire dataset was generated from roughly 20,000 documents, it will from now on be referred to as EUR-Lex 20k, whereas the smaller dataset will be referred to as EUR-Lex 1k. As stated in Table 4.1, the EUR-Lex 20k corpus dedicated for training contains more entities than the original training set from AIDA-CoNLL (compare figures for AIDA-train and EUR-Lex-train). This means, in this case we actually have more data for the new task in comparison to the original task the algorithm a was developed for. This indicates that transfer learning is not the desired approach considering this legal dataset. As one of the objectives of this thesis is to investigate possible benefits of transfer learning in named-entity linking, a smaller dataset was created in order to simulate the case where one does not have as much data.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Total Number</th>
<th>Number of frequent pairs (&gt;50)</th>
<th>Number of unique pairs</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIDA-train</td>
<td>4,012</td>
<td>35</td>
<td>1,775</td>
</tr>
<tr>
<td>AIDA-A</td>
<td>1,642</td>
<td>5</td>
<td>877</td>
</tr>
<tr>
<td>EURLEX-train 20k</td>
<td>4,251</td>
<td>83</td>
<td>2,286</td>
</tr>
<tr>
<td>EURLEX-test 20k</td>
<td>987</td>
<td>55</td>
<td>524</td>
</tr>
</tbody>
</table>

Table 4.2: Frequent mention-entity pairs in the EUR-Lex and AIDA datasets.

4.1.1.3 Merged Dataset

Last but not least, we added an additional dataset to increase the variety of experiments and to be able to draw further conclusions. This dataset consists of the AIDA-CoNLL and the EUR-Lex corpus combined into a joint train and test dataset. The training set contains 52,785 entities whereas the test set consists of 16,465 entity mentions.
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Figure 4.1: Format of the public benchmark datasets in the WNED collection.

<table>
<thead>
<tr>
<th>% of similar entities</th>
<th>Aida-train</th>
<th>Aida-test</th>
<th>EUR-Lex-train</th>
<th>EUR-Lex-test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aida-train</td>
<td>100</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Aida-test</td>
<td>53</td>
<td>100</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>EUR-Lex-train</td>
<td>7</td>
<td>4</td>
<td>100</td>
<td>-</td>
</tr>
<tr>
<td>EUR-Lex-test</td>
<td>20</td>
<td>13</td>
<td>70</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 4.3: Similarities between the datasets.

4.1.2 Choose a Named-Entity Linking System

As described in subsection 2.1.2, transfer learning in terms of deep learning is not about creating a neural network architecture from scratch for a specific dataset, which would then be tailored for the specific problem. It rather focuses on re-using a model that has been created for and trained on another dataset, whose domain is in some sort similar to the new dataset.

Hence, the focus of the thesis is to find a state of the art deep named-entity linking system. Afterwards, the goal is to apply transfer learning to that system to be able to re-use it for another dataset.

This section presents how such a system has been chosen. First and foremost, the machine learning metrics accuracy and F1 score played an important role in choosing an adequate deep named-entity linking system. A definition for these metrics as well as a justification for employing them can be found in subsection 5.1.3. Searching in the pool
of state of the art named-entity linking models, with the criteria defined above, leads to numerous projects that have been made open-source. Another requirement that must be fulfilled by the desired network of choice is to use deep learning. Refining the search with the machine learning metrics and the restriction to deep learning architectures, the number of possible systems reduced drastically. Only one competitor satisfied all requirements to be adequate for the scope of this thesis.

4.1.3 Deep Learning Architecture

The architecture of the chosen implementation will be explained in this section. The paper for this approach [23] was published in the scope of the Conference on Empirical Methods in Natural Language Processing (EMNLP) \(^3\) in 2017. The developers present a new deep learning model for named-entity disambiguation. According to the authors, it combines aspects from two research perspectives. The approach combines benefits of deep learning with traditional machine learning experiments. Their developed architecture achieves F1 scores of state-of-the-art systems and even outperforms many approaches.

4.1.3.1 Overview

The input for the architecture implemented in [23] needs to be provided in the following format.

- Document name: The name of the document a mention occurred in.
- Mention: The mention that has to be linked to an entity.
- Context: The left and right context window of 100 words around the mention.
- Candidates: The set of entity candidates for the respective mention.
- Ground truth: The correct entity from the candidate set for the mention.

The model consists of the following three different parts.

- Entity Embedding.
  The entity embedding contains the semantic meaning of entities. For each entity, the embedding is inherited from pre-trained word embeddings, for example GloVe [54]. In this approach, the authors embedded both, words and entities, together. This gives the opportunity to calculate geometric similarities between words that surround a certain entity and the entity itself.

- Local Model with Neural Attention.
  Encouraged by prior work [42], the authors assume that only some context words are important for the disambiguation step of a mention. For each entity with the

\(^3\)http://emnlp2017.net/
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respective context words, a context score is calculated, ranking the importance of each context word with respect to the current entity. To remove some noise, the algorithm only considers the top 20 words from the local context. The goal for the local model is then to find a function that assigns a higher score to the correct entity that to the other entity candidates.

- Collective Disambiguation.
To put it all together, the authors propose to use a deep learning architecture. This architecture resolves ambiguous mentions using a conditional random field with parametrized potentials based on [41]. Conditional random fields provide the functionality to label and divide any kind of sequences. This approach solves the problem of mapping an occurrence into a set of possible classes. The detailed problem description and implementation of a conditional random field is explained in [41]. In the case of named-entity disambiguation this relates to associating a mention with an entity contained in a candidate set.

The combination of the entity embedding, the local model and the conditional random field then gives the deep named-entity disambiguation approach proposed in [23].

In a nutshell, the model’s pipeline can be summed up by the following three key phrases.

- Create an entity look up table or map → entity embedding.
- Compute individual context scores for each entity → local model.
- From a set of candidates, select the correct entity from the look up table, taking into account the context score → collective disambiguation.

4.1.3.2 Experiments

The conducted experiment that was used as a baseline for state of the art named-entity linking systems is depicted in figure 4.2. The authors from [23] trained, validated and tested their model on the public benchmark dataset AIDA-CoNLL. AIDA-A, the validation set, was used for the adaption of the learning rate of the algorithm. Amongst other datasets, automatically generated from different news corpora, they tested their model on AIDA-B, which is the denoted test dataset from the AIDA-CoNLL collection. As described in [23] the performance peak with respect to the AIDA-B dataset was 92.2%. This result competes with most and even outperforms some of the systems that account for state of the art results.

4.1.4 Prerequisites for Transfer Learning

After the concept of the chosen named-entity linking system has been described, we need to modify the implementation to make it applicable for transfer learning. The
Figure 4.2: The original F1 scores for the public benchmark datasets achieved by [23].

following steps are involved in employing this technique with the network described above. The technical aspects and implementation of all involved conceptual changes are explained in chapter 4.

4.1.4.1 Train Original Model

The publicly available GitHub repository of [23] doesn’t provide any sort of pre-trained model. Therefore, before coming to the part of transfer learning, it was necessary to train the original network. By training the model on the public benchmark datasets as described in 4.1.1, we created and saved a model that will later be loaded to apply transfer learning. The term saving a model always refers to the process of saving the current weights and biases of a network at a certain training progress into a file. If one wants to reuse the previously achieved results, it means that the saved weights and biases are loaded from that file and applied to the network’s architecture. This pre-trained model achieved the F1 scores depicted in figure 4.2. The authors decided to save a model and to decrease the learning rate whenever the validation F1 score exceeded 90%. By having a closer look at the figure 4.2 and by analyzing the log files for the training run, it turns out that the highest validation F1 score was achieved at epoch

\[\text{https://github.com/dalab/deep-ed}\]
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444. Hence, whenever we talk about using the original pre-trained model, we refer to the model saved at epoch 444 in the original training stage.

4.1.4.2 Modify Preprocessing

The goal is to modify the network in a way so that it can be re-used for any new dataset the originates from a similar problem domain. In other words, we had to implement preprocessing scripts that extracted necessary information from raw text to build an entity disambiguation dataset. The public benchmark datasets explained in the following chapter served as an orientation for the necessary structure. We implemented a preprocessing pipeline in Python with the following capabilities. It is able to interpret any kind of text and to feed it to an API to gain information about possible mentions of entities from a knowledge base build on Wikipedia data in said text. Finally, the pipeline outputs a dataset according to the structure of named-entity linking benchmark datasets.

4.1.4.3 Adapt Train & Test Stage

The following conceptual changes were needed to apply transfer learning to the model created in [23].

- Redirect input pipeline. We want to form experiments on the existing architecture including a new dataset. Therefore, it is necessary to provide the opportunity to easily exchange the datasets that are taken into account by the algorithm.

- Load a pre-trained model. Instead of starting from scratch with respect to the learning progress of the network, we need to be able to load a pre-trained model. Hence, an implementation of some sort of switch is needed to indicate whether the model should be trained with or without previous knowledge. In case a pre-trained model should be used, the loaded weights need to be applied before starting the training.

- Change test conditions. Since the dataset changed, we also need no values for the metrics, that indicate whether a model performs extremely well. Thus, we need to inspect the performance of the network on the new dataset. Afterwards, we can determine a good threshold for the F1 score of the new dataset.

4.2 Preprocessing, Train & Test

Highlighted in section 4.1.3, there are multiple necessary steps involved in making the chosen named-entity linking network transfer learning ready. The first step is to rebuild the model with the results stated in [23]. Although the authors don’t provide a pre-trained model of their architecture, a guideline on how to rebuild their best result is attached on the GitHub repository page. With this guideline and some modifications we were able to recreate a model with decent results.
4.2 Preprocessing, Train & Test

4.2.1 Preprocessing

After completing the first step of rebuilding the original model, we can now focus on adapting the pipeline so that the EUR-Lex dataset is applicable for the architecture. First, it was necessary to build the legal dataset from the EUR-Lex corpus. The generation process of the dataset is explained in subsection 4.1.1.2. The EUR-Lex dataset format was inspired by the publicly available WNED datasets as explained in 4.1.1. The current preprocessing pipeline included in the GitHub repository of [23] already provides the capability to transform datasets in WNED format into an input that is accepted by the network architecture. The structure of that input is a comma-separated value file as explained in 4.1.3. Therefore, by considering the needed format during the creation of the dataset, no additional steps are needed for the preprocessing.

4.2.2 Training

First, we needed to include all new datasets in the entity embedding training. Without this step, the network will later maybe predict the correct entity from the candidate set, but cannot link it to a knowledge base entry as it has not been included in the embedding. The entity embedding serves as a lookup map for entities. This lookup map represents the knowledge base in the scenario of [23]. Figure 4.3 depicts the architecture of the local model implemented by Ganea et al. [23] and indicates (green) what part

![Figure 4.3: The neural network used for local context scores of entities adapted from [23].](image)
had to be replaced by the new entity embedding. As stated by the authors, function \( f \) is responsible for determining the context scores. They furthermore indicate that a flexible choice of \( f \) is important for the performance of the model. Hence, they used a neural network for \( f \) consisting of two fully connected layers of 100 hidden units and ReLU non-linearities.

After the creation of that entity embedding, the focus was to create baseline models. With these baseline models, we were able to compare the transfer learning results to results achieved by training on a single dataset. As highlighted above, with the help of the guideline by Ganea et al. [23] and some small modifications, rebuilding the original model was relatively simple. Afterwards, the same procedure was applied to the EUR-Lex dataset.

First, the legal dataset was divided into a train and test set, similar to AIDA-CoNLL. Table 4.3 shows the overlapping percentage of entities in the respective train and test sets. The overlap of Aida-train and test is 53% while EUR-Lex-train contains 70% of the entities included in the test set. The gap of 17% comparing the two corpora is not optimal but the best that could be achieved without involving a huge amount of manual work. After the division of train and test set, the model was trained on these sets. Similar to the original training phase, the best weights with respect to the achieved F1 score on the EUR-Lex-test set were saved into a file for further usage.

The next step is to train a model on the merged dataset of EUR-Lex and AIDA-CoNLL. Prior work from the field of natural language processing did not seem to include such an approach of combining two datasets from different fields in their experiments. In our case, the combination of a well generalized, hand-crafted dataset with an automatically extracted dataset from a niche domain could force a model to learn the specialization better compared to employing a transfer learning technique.

The above steps were necessary to implement the actual focus of this work. With the saved models for single training, transfer learning could be easily applied. First the model’s weights had to be reloaded and applied to the model architecture. Afterwards, the datasets on which the model should be trained had to be exchanged to either EUR-Lex or AIDA-CoNLL, respectively. Subsequently, we could start the training process for the target dataset with the optimal weights for the source dataset.

### 4.2.3 Testing

Through the implementation of features that make it possible to exchange datasets, reload models and plot the results, testing on different models was straightforward. We employed F1 score and standard accuracy in the testing phase to draw conclusions on the performance of an approach. Subsection 5.1.3 provides a definition for the metrics as well as an explanation on why they have been used. Generally, we tested in three different topics: single training, joint training and transfer learning. Transfer learning
was applied on each model trained on the EUR-Lex and AIDA-CoNLL dataset. This makes it possible to conclude whether fine tuning a model trained on a generalized dataset outperforms training on a niche dataset and fine tuning with the help of a well generalized one.
5 Experimental Study and Performance Evaluation

This chapter provides detailed information on all experiments conducted in the scope of this thesis. Besides transfer learning approaches, also additional experiments have been included in order to compare each method and conclude the benefits and disadvantages of each of them.

5.1 Experimental Setup

This sections highlights the basic conditions for the execution of all experiments conducted in the scope of this thesis. This includes hardware specifications, details about the involved software, as well as the metrics used to measure the performance of the different approaches.

5.1.1 Hardware

iteratec GmbH\(^1\), who supported me in the elaboration of the thesis, provided a machine learning computer for conducting any kind of experiments. The machine contains a NVIDIA GeForce GTX TITAN X\(^2\) graphics card with 12 GB memory. Furthermore, it has an Intel Core i7-5820k\(^3\) central processing unit. This CPU contains 6 cores and has a base frequency of 3.30 GHz. The RAM size of the machine learning computer is 16 GB. With this setup, the average training time for the involved datasets was 60 hours. The training process was stopped as soon as the network started dropping in F1 score and accuracy on the respective validation set.

5.1.2 Software

The technological stack involved in the elaboration can be divided into two different fields of work.

- Dataset aggregation.
  The scripts that were created to gather the necessary data from the EUR-Lex [18] corpus have been implemented in Python\(^4\). With the help of the python library

\(^1\)https://www.iteratec.de/
\(^2\)https://www.geforce.com/hardware/desktop-gpus/geforce-gtx-titan-x
\(^3\)https://ark.intel.com/products/82932/Intel-Core-i7-5820K-Processor-15M-Cache-up-to-3_60-GHz
\(^4\)https://www.python.org/
Scrapy [63] we could easily gather and download 20,000 documents from the EUR-Lex homepage. For the ease of parsing and extracting information from HTML documents, we used the python library BeatifulSoup [3]. This library provides intuitive access to the HTML content and thereby remarkably removes any complexity from the processing of relevant informations in such documents.

The dedicated named-entity linking system [23] in this thesis implements all models used for the experiments in the Torch framework [24]. Torch is a framework for the Lua programming language\(^5\) for scientific computing.

- Version control.
In order to keep track of the numerous modifications implemented in the deep entity disambiguation system, we used GitHub\(^6\).

### 5.1.3 Metrics

The following criteria played an important role in choosing an adequate deep named-entity linking system and in measuring the quality of our experiments.

- **Accuracy.**
The standard accuracy is the most intuitive measurement. It provides information on the percentage of correctly classified inputs.

\[
\text{accuracy} = \frac{|\text{groundtruth} \cap \text{results}|}{|\text{groundtruth} \cup \text{results}|}
\]

- **Precision.**

Precision indicates how many of the classified mentions were correctly classified.

\[
\text{precision} = \frac{|\text{groundtruth} \cap \text{results}|}{|\text{results}|}
\]

- **Recall.**

Recall represents the number of examples with ground truth assignment that have been guessed by the model.

\[
\text{recall} = \frac{|\text{groundtruth} \cap \text{results}|}{|\text{groundtruth}|}
\]

- **F1 score.**
The F1 score is the harmonic average of precision and recall. Therefore, it acts as a good performance measurement in classification problems. Thus, it is the most common metric in named-entity linking and the generally accepted measurement for comparing the performances of different systems.

\[
F1 = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}}
\]

These metrics are the most common in terms of classification problems, especially in entity disambiguation. A definition and more detailed explanations for accuracy, F1

---

\(^5\)http://www.lua.org/about.html

\(^6\)https://github.com/
score and other classification metrics can be found in [67] and [66].

Searching in the pool of state of the art named-entity linking models, with the criteria defined above, leads to numerous projects that have been made open-source. Another requirement that must be fulfilled by the desired network of choice is to use deep learning. Refining the search with the machine learning metrics and the restriction to deep learning architectures, the number of possible systems reduced drastically. Only one competitor satisfied all requirements to be adequate for the scope of this thesis.

5.2 Results

This section presents the approach and results on the different experiments that we conducted in the scope of this thesis. For every experiment, we provide a graph indicating the learning progress of each respective model. These graphs show the development of the F1 scores over training time. For an accumulated statistic of all F1 scores and accuracies of all experiments, see table 5.2. For an interpretation of the presented results, see section 5.3.

5.2.1 Single Training

This section includes all experiments conducted with a single dataset. This means the model has only been trained on one dataset with a respective validation set. No fine tuning of any pre-trained network is involved. Here we execute our baseline experiments, whose serve to draw conclusions on the use of transfer learning. Two experiments are involved, training a model according to [23] and applying the very same process on the EUR-Lex dataset. Interesting values with respect to performance measurements in single training are only the training and validation F1 score

- Recreate results of [23].
  As the available resources for the named-entity linker do not contain a pre-trained model, we had to recreate a network with the stated accuracies in [23]. For a description of the experiment we recreated, see subsection 4.1.3.2.

- Train on EUR-Lex. To have a broader basis for later transfer learning experiments and performance comparisons, we implemented a similar training process for the EUR-Lex datasets as we did in the original approach. Training and testing have been done with EUR-Lex only. The highest achieved F1 score by training on the EUR-Lex corpus only, was 98.43% on the training set and 98.01% on the test set. Since the F1 scores are similar, we assume no overfitting on the training set of the model. The achieved F1 scores can be found in figure 5.1.

Both of the created models in this stage have been saved and will be reused in the transfer learning step.
5.2.2 Joint Training

As an alternative to transfer learning and single training, we introduced what is called joint training. In this approach, the training sets from the original training set, AIDA-CoNLL, and the dataset generated in the context of this thesis, EUR-Lex, are merged (details about the datasets in section 4.1.1). Afterwards, the algorithm is trained from scratch with the merged training and test set. The idea behind that implementation is to force the network to learn a broader spectrum of entity disambiguations among all datasets involved. Relevant values with respect to the datasets are the F1 scores achieved when testing on Aida-CoNLL and EUR-Lex. In case of success, the resulting network would then provide more generalization and therefore is of more use for an actual application of the knowledge. The graph of the plotted F1 scores for this experiment can be found in figure 5.2. The performance peak for EUR-Lex was observed at 97.36% for the training, and 97.19% on the test sets. Regarding Aida-CoNLL, the joint training reaches its maximum at 87.50% on the training, and 85.29% on the test set. On the joint training set, the model achieved 93.67% on the training set, whereas the test set was at 93.42%. We conclude from the similar F1 scores between the individual training and test sets, that the resulting model also does not overfit on either the joint, the EUR-Lex or the Aida-CoNLL datasets.
5.2 Results

Figure 5.2: The F1 scores during joint training on the merged dataset of EUR-Lex and AIDA-CoNLL.

5.2.3 Transfer Learning

This section outlines all experiments conducted in terms of transfer learning. The involved datasets in this stage were the entire EUR-Lex dataset, as well as the smaller version and the AIDA-CoNLL train and test corpora. To figure out which of the transfer learning techniques that are depicted in Figure 2.4 should be applied, the involved datasets have to be compared. Depending on the richness of data and the similarity to the source dataset, the optimal technique can be applied in each case. Results for each of experiments as well as the chosen technique are explained in the subsections below.

5.2.3.1 EUR-Lex applied on AIDA-CoNLL

Here, the algorithm was trained on the source dataset AIDA-train. When the F1 score on the validation set AIDA-A started dropping, we stopped the training and saved the model’s weights for the use of transfer learning. Afterwards, we loaded the saved weights and applied them to the model architecture. Then, the training and test sets were replaced by the ones from the EUR-Lex corpus. Subsequently, we started the training process again, now starting with the optimal weights for the AIDA corpus.
The source dataset, AIDA-train, and the target dataset, EUR-Lex-train, have a high similarity. Although only 7% of the entity-mention pairs in the EUR-Lex 20k dataset are also contained in the AIDA dataset, the majority of these similar entries occurs very frequently in each of the datasets. Additionally the size of the EUR-Lex corpus exceeds the extent of the AIDA dataset (see table 4.2). Concluding from these facts, we have a richness of data and a high similarity between the two datasets. This scenario suggests the fourth transfer learning technique explained in subsection 2.1.2.2. Therefore, we start the training without any modified layers and let the network adjust its weights in direction of the new dataset. Figures 5.4 and 5.3 show the highest F1 scores achieved when applying transfer learning on the model trained with the AIDA-CoNLL dataset. In case of the EUR-Lex 1k dataset we achieved 99.73% on the training and 98.90% on the test set. When fine tuning with the full 20k corpus, the training set peaked at 98.49% while the maximum F1 score of the test set was 98.01%. In both cases, the training F1 scores exceeded the test results. This indicates slight overfitting but the difference between the results is, in our opinion, still within reasonable margin.

Figure 5.3: The F1 score for the algorithm trained on AIDA-CoNLL corpus during fine tuning with the EUR-Lex 1k dataset.
5.2 Results

Figure 5.4: The F1 score for the algorithm trained on AIDA-CoNLL corpus during fine tuning with the EUR-Lex 20k dataset.

5.2.3.2 AIDA-CoNLL applied on EUR-Lex

This approach is from a technical point of view exactly the same as the above scenario. The only difference is the change of the source and target datasets. First, we train the neural network on the EUR-Lex dataset. As soon as the F1 score for the EUR-Lex-test set starts dropping, we stop the training and save the model weights for reusing the model. The same statistics from above apply again in this scenario: We have rich data and a high similarity with respect to the frequent mention-entity pairs. As the EUR-Lex dataset is bigger than AIDA-train, this approach is expected to increase the F1 score of AIDA-train compared to training it from scratch. The results are depicted in figure 5.5. It is clearly recognizable that network adjusted its weights away from the source dataset, as the F1 score for EUR-Lex decreased. Furthermore, the F1 score on the new training set, AIDA-train, rose by over 5%. The peak of the F1 score for AIDA-train was 93.41%. This value exceeds the performance peak of the neural network trained from scratch on AIDA-train by more than 1%. 
5.3 Discussion

This section shows the conclusions we made from the results of all experiments. We try to draw a connection between the single experiments and to highlight where significant information could be gathered. Afterwards we set it into relation with the involved limitations in this work.

5.3.1 Single Training

The single training on EUR-Lex and AIDA-CoNLL was conducted to provide a baseline result we could compare transfer learning to. First, we want to analyze the results of the single training on the legal dataset. Figure 5.1 visualizes the results achieved when training on the EUR-Lex corpus only. It is clearly visible, that the network performs extremely well right after the first epoch. The achieved F1 score already exceeds 97.5%. This indicates a fast convergence towards the dataset. The network’s weights seem to adapt rapidly in direction of the EUR-Lex corpus. We assume there are multiple reasons for that behavior. First, our EUR-Lex dataset contains almost 34,000 entries of entity-mention pairs. These entries consist of 4,251 different pairs, where 83 of these...
pairs occur with a high frequency. These numbers indicate that there is little variety of entities in the legal corpus. Hence, we assume the network can easily learn to predict the correct entity for a mention due to repetition. For example, the mention-entity pair with the highest frequency occurs in over 9,000 entries.

Additionally, the network implemented by [23] has engineered features that take the context into consideration when choosing from a set of possible entities. Thus, especially because the context of the high frequent entities is mostly the same in every occurrence, we assume the network is able to learn which entity to choose extremely fast with the help of the context score. This assumption would also fit the results displayed in figure 5.1. For almost 200 epochs, the network does not improve compared to the first epoch. Then, after about 500 epochs, it clearly overfits on the training set with an F1 score of almost 100%, while the F1 score on the test set decreases. Furthermore, with F1 scores of below 80% on the AIDA-CoNLL train and test sets it performs by far worse than the network trained by [23].

After analyzing the training stage with the EUR-Lex dataset, we compare it to the results of the original network. Figure 5.6 depicts how the two networks performed on the involved datasets. The bar graph on the left shows the F1 scores achieved by training on AIDA-train and validating with Aida-test. The conclusions made by [23] and the fact that the difference between the train and validation F1 score are small indicates that the network is not overfitting. It achieves 92.36% and 90.1% on train and test set, respectively. It is remarkable, that the network still performs extremely well when testing on the EUR-Lex datasets. We assume that this is caused by the number of similar entities in both corpora. Although table 4.3 shows that EUR-Lex and AIDA training sets only share 7% of the entities, the ones that are similar in both sets occur with a high frequency in the EUR-Lex corpus. Concluding from this, the similar entities in combination with the context scores calculated for each entity explain why training on AIDA also results in high F1 scores for EUR-Lex.

### 5.3.2 Joint Training

Overall, the joint training approach did not satisfy the assumptions. While the initial hope was that the network would learn the generalized as well as the niche dataset in one training approach, the outcome showed a different behavior. Figure 5.2 shows that during the training process of over 130 epochs, the network did not improve in F1 score or accuracy on any of the involved datasets. Even the dedicated joint train and test sets showed no increase in F1 score. To draw a conclusion on the joint training approach, the results are compared to training on the single datasets, respectively. Figure 5.7 highlights the gap in F1 score for the separate datasets. The left side of the graph shows the F1 scores when training on AIDA-CoNLL and EUR-Lex. The right hand side shows the results when training on the merged dataset of both. Comparing each colored bar on both sides, it is obvious that the F1 score decreased on every single dataset. Therefore we conclude that the assumed behavior did not occur. Instead, it
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Figure 5.6: Comparison of the results in single training.

seems that the model was not able to propagate its weights towards a value that would fit both datasets. Hence, the values landed somewhere in between both optimal states and thereby produced worse results with respect to both datasets. We conclude that this approach is not recommended in any future approach for named-entity linking with this specific deep entity disambiguation system developed in [23]. This does not exclude that joint training could work with other datasets and/or another neural network for named-entity linking.

5.3.3 Transfer Learning

Three different approaches are taken into account for judging on the success of transfer learning in a deep named-entity linking system.

- AIDA-CoNLL → EUR-Lex 1k.
  Figure 5.3 shows that in the first 400 epochs of fine tuning the original model on the smaller dataset does not improve in F1 score. In particular, the network immediately adapts its weights towards the EUR-Lex corpus in the first epoch. The performance starts with an F1 score of over 99% and improves up to 99.73%. Compared to single training on the EUR-Lex dataset, the achieved accuracies and F1 score were close to 99%. In the case of fine tuning with the 1k dataset, figure 5.8 has not as much meaningfulness compared to the other transfer learning approaches, as the difference in the F1 scores of fine tuning and single training is
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Figure 5.7: Comparison of the results in joint training.

located within 0.7%. The F1 scores for the AIDA-CoNLL datasets also improved comparing the single training on EUR-Lex to the transfer of learning case AIDA-CoNLL $\rightarrow$ EUR-Lex 1k. This is the expected behavior as the model has not seen the AIDA-CoNLL dataset in the EUR-Lex single training scenario whereas the pre-trained model in the transfer learning case was trained on AIDA-CoNLL. From the increase in F1 score and accuracy when fine tuning the model trained on AIDA-CoNLL, we conclude that the transfer learning approach succeeded for the case of having not enough data for single training.

- AIDA-CoNLL $\rightarrow$ EUR-Lex 20k.
  This approach indicates the same conclusions as the experiment above. Consulting figure 5.9 and table 5.2, it can be observed that the F1 score increased for the EUR-Lex 20k dataset when employing transfer learning. Additionally, similar to the 1k approach, also the F1 scores of the AIDA-train and test set improve compared to the single training of EUR-Lex. Hence, the model does not only improve in performance with respect to the EUR-Lex set, it simultaneously keeps certain knowledge about resolving named-entity on the AIDA-CoNLL corpus.

- EUR-Lex $\rightarrow$ AIDA-CoNLL.
  This approach produced promising and interesting results. Figure 5.5 nicely depicts the learning curve of the model with respect to the AIDA-CoNLL dataset.
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Figure 5.8: Comparison of the results for AIDA-CoNLL → EUR-Lex 1k.

Figure 5.9: Comparison of the results for AIDA-CoNLL → EUR-Lex 20k.
Although it started with a bias towards the EUR-Lex 20k dataset, which is bigger compared to the AIDA corpus, the network was able to learn the better generalized dataset with decent performance. With a F1 score of 93.41% after transfer learning, compared to 92.36% in single training, it outperforms the original approach of Ganea et al. [23] with respect to the AIDA-train dataset. Despite the fact that the F1 score increased when fine-tuning the model, it has to be noted that the networks performance decreases on the AIDA-test dataset by 1.3% from 90.1% to 88.8%. This indicates that the network could be overfitting on the AIDA-train dataset in this transfer learning approach. Interpreting the above observations, it is hard to draw an objective conclusion. The benefits of this technique can not be ranked with respect to its downsides. Therefore, a clear advantage of using transfer learning after training on the automatically created dataset could not be observed.

Figure 5.10: Comparison of the results for EUR-Lex 20k → AIDA-CoNLL.
5.3.4 Summary

Gathering all the above results, the following suggestions can be made. The outcome suggests that applying transfer learning when the datasets are similar and rich in size, results in a higher F1 score for the smaller dataset if the bigger one is used for training the network from scratch. This indicates that the resulting model has a higher skill level than the model trained from scratch. Especially in the case of training on AIDA-CoNLL and fine tuning with the EUR-Lex 1k dataset, we observed an increase on the train and test set. As explained in subsection 2.1.2.3, producing a model with higher skill is one of the expected benefits when using transfer learning in the current scenario. Additionally, the model did not only have a higher skill but also reached its performance peak faster compared to the single training. After the first epoch, both fine tuning approaches with the EUR-Lex dataset outperformed the single training. This better start is the second of three benefits that can be acquired by using transfer learning. Finally, by comparing figure 5.5 and figure 4.2, a steeper slope in the transfer learning approach is observed. Employing the deep learning foundations of transfer learning from subsection 2.1.2, the figures indicate that all three possible benefits can be observed in the experiments. Although the difference in the results was not immense, a trend could be observed, clearly indicating that transfer learning is beneficial in named-entity linking. Figure 5.1 summarizes the observed behaviors in the different experiments. The row with the single training results serves as a baseline result. The green values indicate an increase in performance with respect to the F1 score the network achieved when testing it on the respective dataset. Generally, the model increased on most of the datasets. Although, we can only truly identify a benefit of transfer learning, whenever testing on the train and the test set resulted in a higher F1 score. This only happened with respect to the EUR-Lex 1k dataset. For joint training, as already explained above, we couldn’t observe any improvement and therefore conclude that in our setup the technique was not beneficial.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Single Training</th>
<th>Joint Training</th>
<th>Transfer Learning</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIDA-train</td>
<td>92.36%</td>
<td>87.50%</td>
<td>93.41%</td>
</tr>
<tr>
<td>AIDA-A</td>
<td>90.1%</td>
<td>85.29%</td>
<td>88.8%</td>
</tr>
<tr>
<td>EUR-Lex-train 1k</td>
<td>99.02%</td>
<td>97.14%</td>
<td>99.73%</td>
</tr>
<tr>
<td>EUR-Lex-train 20k</td>
<td>98.34%</td>
<td>97.36%</td>
<td>98.49%</td>
</tr>
<tr>
<td>EUR-Lex-test 1k</td>
<td>98.29%</td>
<td>90.41%</td>
<td>98.90%</td>
</tr>
<tr>
<td>EUR-Lex-test 20k</td>
<td>98.01%</td>
<td>97.19%</td>
<td>98.01%</td>
</tr>
</tbody>
</table>

Table 5.1: F1 score comparison between all experiments. The single training value represents the baseline result joint training and transfer learning are compared to.
5.3.5 Limitations

This subsection highlights the limitations this work was restricted to. Generally, the constraints can be divided into the following topics.

- Dataset creation.
  In the current state, research in natural language processing in the legal domain is often prevented due to a scarcity of data. Therefore, the EUR-Lex dataset was created in the scope of this work. It was automatically generated with the help of different Python frameworks as explained in 4.1.1.2. Due to the fact that it was not hand-crafted, it contains a lot of duplications. As manually sorting out entities was not an option in the scope of this thesis, there was no option but to analyze the dataset and employ the statistics in the interpretation. By removing repetition from the dataset, a model trained on that dataset would probably outperform the results achieved in this thesis.

- Prior work.
  Publicly available approaches for deep named-entity linking are scarce. Only a few are accessible, where even fewer provide a pre-trained model or a documentation on how to rebuild results presented in the respective publication. Furthermore, no prior work on transfer learning for named-entity linking with deep learning could be found. This fact both represents a motivation as well as a limitation for this work. Subsequently, the approach by Ganea et al. [23] was not created for reusing it for transfer learning. It required a lot of code archeology to be able to recreate the results and to include new datasets.

- Time.
  Time was the dominant reason for not considering to manually create or adapt the generated EUR-Lex dataset. The achieved results in this thesis imply that the automatically created dataset was good enough to trigger the possible benefits of transfer learning. We could observe a better start, a steeper slope and a higher skill in some of the transfer learning approaches. Also, time prevented to create a second kind of automatically extracted dataset from the EUR-Lex corpus that could provide better generalization and thereby might outperform the achieved results. Additionally, a dataset for the legal domain on named-entity linking would have been available, this work could have focused on comparing different named-entity linking approaches by employing deep learning. Unfortunately, the remaining time did not leave room for evaluating a second approach.
<table>
<thead>
<tr>
<th>trained with</th>
<th>tested on</th>
<th>F1</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIDA-CoNLL</td>
<td>Aida-train</td>
<td>92.36%</td>
<td>91.91%</td>
</tr>
<tr>
<td></td>
<td>Aida-testA</td>
<td>90.1%</td>
<td>91.4%</td>
</tr>
<tr>
<td></td>
<td>Eurlex-train 1k</td>
<td>95.14%</td>
<td>95.2%</td>
</tr>
<tr>
<td></td>
<td>Eurlex-train 20k</td>
<td>95.25%</td>
<td>95.26%</td>
</tr>
<tr>
<td></td>
<td>Eurlex-test 1k</td>
<td>88.46%</td>
<td>89.79%</td>
</tr>
<tr>
<td></td>
<td>Eurlex-test 20k</td>
<td>95.94%</td>
<td>97.19%</td>
</tr>
<tr>
<td>EUR-Lex 1k</td>
<td>Aida-train</td>
<td>77.8%</td>
<td>78.1%</td>
</tr>
<tr>
<td></td>
<td>Aida-testA</td>
<td>74.0%</td>
<td>75.43%</td>
</tr>
<tr>
<td></td>
<td>Eurlex-train 1k</td>
<td>99.02%</td>
<td>99.01%</td>
</tr>
<tr>
<td></td>
<td>Eurlex-train 20k</td>
<td>98.0%</td>
<td>97.9%</td>
</tr>
<tr>
<td></td>
<td>Eurlex-test 1k</td>
<td>98.29%</td>
<td>98.2%</td>
</tr>
<tr>
<td></td>
<td>Eurlex-test 20k</td>
<td>97.7%</td>
<td>97.52%</td>
</tr>
<tr>
<td>EUR-Lex 20k</td>
<td>Aida-train</td>
<td>76.36%</td>
<td>77.81%</td>
</tr>
<tr>
<td></td>
<td>Aida-testA</td>
<td>79.8%</td>
<td>76.15%</td>
</tr>
<tr>
<td></td>
<td>Eurlex-train 1k</td>
<td>98.43%</td>
<td>98.54%</td>
</tr>
<tr>
<td></td>
<td>Eurlex-train 20k</td>
<td>98.34%</td>
<td>98.44%</td>
</tr>
<tr>
<td></td>
<td>Eurlex-test 1k</td>
<td>98.20%</td>
<td>98.79%</td>
</tr>
<tr>
<td></td>
<td>Eurlex-test 20k</td>
<td>98.01%</td>
<td>99.29%</td>
</tr>
<tr>
<td>AIDA-CoNLL \rightarrow EUR-Lex 1k</td>
<td>Aida-train</td>
<td>82.63%</td>
<td>84.20%</td>
</tr>
<tr>
<td></td>
<td>Aida-testA</td>
<td>79.93%</td>
<td>83.54%</td>
</tr>
<tr>
<td></td>
<td>Eurlex-train 1k</td>
<td>99.73%</td>
<td>99.78%</td>
</tr>
<tr>
<td></td>
<td>Eurlex-train 20k</td>
<td>98.23%</td>
<td>98.25%</td>
</tr>
<tr>
<td></td>
<td>Eurlex-test 1k</td>
<td>98.90%</td>
<td>98.80%</td>
</tr>
<tr>
<td></td>
<td>Eurlex-test 20k</td>
<td>97.60%</td>
<td>98.86%</td>
</tr>
<tr>
<td>AIDA-CoNLL \rightarrow EUR-Lex 20k</td>
<td>Aida-train</td>
<td>80.70%</td>
<td>77.7%</td>
</tr>
<tr>
<td></td>
<td>Aida-testA</td>
<td>76.80%</td>
<td>75.56%</td>
</tr>
<tr>
<td></td>
<td>Eurlex-train 1k</td>
<td>98.65%</td>
<td>98.49%</td>
</tr>
<tr>
<td></td>
<td>Eurlex-train 20k</td>
<td>98.49%</td>
<td>98.29%</td>
</tr>
<tr>
<td></td>
<td>Eurlex-test 1k</td>
<td>99.09%</td>
<td>98.8%</td>
</tr>
<tr>
<td></td>
<td>Eurlex-test 20k</td>
<td>98.01%</td>
<td>99.28%</td>
</tr>
<tr>
<td>EUR-Lex \rightarrow AIDA-CoNLL</td>
<td>Aida-train</td>
<td>93.41%</td>
<td>93.2%</td>
</tr>
<tr>
<td></td>
<td>Aida-testA</td>
<td>88.80%</td>
<td>88.83%</td>
</tr>
<tr>
<td></td>
<td>Eurlex-train 1k</td>
<td>93.92%</td>
<td>93.94%</td>
</tr>
<tr>
<td></td>
<td>Eurlex-train 20k</td>
<td>94.84%</td>
<td>94.8%</td>
</tr>
<tr>
<td></td>
<td>Eurlex-test 1k</td>
<td>86.43%</td>
<td>86.5%</td>
</tr>
<tr>
<td></td>
<td>Eurlex-test 20k</td>
<td>95.21%</td>
<td>95.24%</td>
</tr>
<tr>
<td>Merged Dataset</td>
<td>Aida-train</td>
<td>87.50%</td>
<td>89.17%</td>
</tr>
<tr>
<td></td>
<td>Aida-testA</td>
<td>85.29%</td>
<td>89.16%</td>
</tr>
<tr>
<td></td>
<td>Eurlex-train 1k</td>
<td>97.14%</td>
<td>97.2%</td>
</tr>
<tr>
<td></td>
<td>Eurlex-train 20k</td>
<td>97.36%</td>
<td>97.37%</td>
</tr>
<tr>
<td></td>
<td>Eurlex-test 1k</td>
<td>90.41%</td>
<td>90.39%</td>
</tr>
<tr>
<td></td>
<td>Eurlex-test 20k</td>
<td>97.19%</td>
<td>98.45%</td>
</tr>
</tbody>
</table>

Table 5.2: F1 scores and accuracies on all ED datasets
6 Conclusions and Outlook

This chapter presents the conclusions drawn from the outcome of this work. First, the results are put into the context of the research of named-entity linking. Afterwards, potential future tasks ensuing this work are presented.

6.1 Conclusion

The combination of all of the conducted experiments, the interpretation of the respective results and the limitations involved in the execution serve as a basis for drawing the final conclusions. The scope of this thesis to apply transfer learning to named-entity linking system that employs deep learning for resolving entity disambiguation. This section provides a summarization of the answers to the research questions that motivated the implementation of this thesis.

1. What kind of existing approach should be used for transfer learning?
   Since named-entity linking itself is a complicated task, not many approaches use deep learning to solve it. The majority in the state of the art uses highly engineered features for entity linking. To our best knowledge we couldn’t find any related work coping with the exact same problem. Resulting from that, we can not entirely compare our approach or our results to any prior work. The definition of success of this work thereby is concluded from the achieved accuracies and F1 scores only. By employing the F1 score criteria as a performance metric, the following conclusions can be drawn.
   First of all, choosing the named-entity linking system developed by Ganea et al. [23] for the use of transfer learning is considered the right choice. It fulfilled the fixed requirement of employing deep learning techniques for the entity linking task and outperformed most, if not all state of the art systems. Although the complexity of the entire model was very high, it was possible to include a new dataset and to easily save and reuse prior results. One of the authors, Octavian Ganea, provided support via E-mail whenever needed. Also, their GitHub repository included instructions on how to rebuild their results. Despite the fact that this instruction was partly incomplete, it provided big help in the reproduction of the original model. In a nutshell, the model from [23] did not only fulfill the objective performance criteria, but also provided some help to implement the necessary steps for the answer of this thesis.

2. Which technique of transfer learning suits best?
   The different scenarios where transfer learning can and their respective optimal
technique were presented in subsection 2.1.2.2. As stated in subsection 5.2.3, the two involved datasets, AIDA-CoNLL and EUR-Lex, are both rich in data and have high similarity with respect to the high frequent entities. Prior work [11] suggests to employ the technique of fine tuning a network with the new dataset without exchanging any layer. This is justified by indicating that if the datasets are similar, the network only needs to adapt its weights slightly towards the new dataset. For this reason, we decided that the fine tuning technique is the most promising in this work.

3. Is the use of transfer learning with named-entity linking beneficial in the legal domain?

Table 5.2 presents the final results achieved in all experiments conducted in the scope of this work. Subsection 5.2.3 gives detailed explanations for the improvements that could be observed when applying transfer learning on a dataset from the legal domain. By having a closer look on the final results, transfer learning for the EUR-Lex resulted in an improved F1 score and accuracy compared to the single training experiment. Unexpectedly, we even observed an improvement on the AIDA-CoNLL training dataset when employing transfer learning. Although in this case the test F1 score dropped compared to the single training, we are confident that with a polished legal dataset there is even more room for improvement. Finally, we can conclude that transfer learning was beneficial in the legal domain. Furthermore, the observations even imply that the performance of named-entity linking systems can improve generally through the use transfer learning.

6.2 Outlook

The outcome of this work gives inspiration for future work in natural language processing in the legal domain. Three ensuing tasks with respect to this work could be of interest for the legal domain. First of all, the dataset created in the scope of this thesis should be made publicly available. Although it is automatically created, the quality and quantity of the dataset suffice to result in added value for research in natural language processing. Before the dataset can be made publicly available, it needs to be polished. Despite the fact that an improvement in accuracy could be achieved by employing this dataset for transfer learning in the named-entity linking task, it still holds more potential. In its current state, almost one-third of the entries refer to the same mention-entity pair. With more generalization introduced by manual adaption, the performance of the network especially when applying transfer learning could outperform the results of this work.

Furthermore, it is possible to extract a second kind of dataset from the EUR-Lex corpus [18]. Most of the documents in the corpus contain a definitions section, where certain words are defined in the scope of the document. These words that have a definition could serve as entities in the dataset. Per document, every occurrence of that entity would represent a mention. The ambiguity would be simulated by different definitions in different documents for the same word. In that case, a named-entity linking system...
would have to choose the correct definition for a mention depending on the context of that mention. This dataset would also be extracted automatically. Though, since it is based on domain expert knowledge, the quality of the dataset can be compared to a hand-crafted dataset. This dataset has already been created in the scope of this thesis, but due to time issues we weren’t able to include it in any kind of experiments. Both datasets will be published subsequent to this thesis.

Since the developed pipeline in this work accepts every form of raw text, one more concrete use case could be developed in future work. Iteratec GmbH, who provided great support throughout the development of the thesis, have access to a huge database with technological skills of every employee working at the company. It would be an interesting implementation to use such information in a named-entity linking scenario by connecting the different skills to their respective named-entities. A success of such an approach would build a basis for supplementary tools to automatically analyze and extract valuable information from CVs or LinkedIn\(^1\) profiles. The biggest stakeholders in that use case would be recruiters in general or human resource departments of different firms.

Finally yet importantly, an actual application for a named-entity linking system can be implemented following the results of this work. Several steps are needed if the deep learning architecture used in this work should be transformed into a real-world ready application. First, before a named-entity linking system can be of any use, a named-entity recognizer has to be included in the pipeline. That named-entity recognizer would need to accept raw text only as an input and output a potential mention with information about its context. This mention could then be passed to the linker, putting the mention and its context into the needed input format. The named-entity linking system then would need to output the entity that the model predicted for the respective mention. With this output, different benefits for stakeholders could be implemented. One example would to include meta information in texts from the legal domain, i.e. a tool-tip for a domain specific word, indicating its definition in the current context.

Two of these potential future tasks, namely the publication of the datasets, are planned to be implemented shortly after the end of thesis. The implementation of an actual named-entity linking application is an entire new project and could probably serve enough content to be the basis for another thesis.

\(^1\)https://www.linkedin.com/
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