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Abstract

This thesis explores the utilization of Language Models, such as BERT, ChatGPT-3.5-
Turbo, and LLaMA, for automatically constructing Personal Knowledge Graphs from
chat interactions in plain text, aiming to personalize communication in geriatric health-
care settings. While these Natural Language Processing technologies possess impressive
capabilities, their ability to process complex relational data in personal interactions still
hast to be explored using publicly available datasets. Our study strives to embed per-
sonalized responses into dialogue systems by focusing on structuring knowledge about
individual users. We utilize Kitwood’s psychological framework as a research lens for
guiding personal relation extraction based on the geriatric communication literature.
Additionally, we employed our novel SlideFilter technique, a custom data augmentation
strategy for text, to enrich the DialogRE dataset. Although promising, this approach
also revealed challenges in accurately and structurally organizing conversational data,
indicating areas that require further development. Therefore, structuring personal user
information within knowledge graphs is presently too intricate for existing Language
Models utilizing public datasets. Our primary findings include insights into how Large
Language Models handle relation extraction, why it is a complex process, and the series
of rigorous experiments used to validate these insights. This study offers valuable
insights into the capabilities and limitations of current Natural Language Processing
technologies and guides future exploration of data structure simplification and hybrid
model development. These discoveries significantly advance the personalization of
communication tools in geriatric healthcare.
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1. Introduction

1.1. Motivation

As the healthcare industry faces increasing hurdles, including an aging population,
workforce shortages, and rising chronic diseases, the importance of technology in ad-
dressing these challenges has never been more critical [1]. The advent of conversational
agents has emerged as a major advancement, gaining momentum both within the
healthcare domain and beyond [2]. Intelligent computer systems can comprehend
and generate human language with Natural Language Processing (NLP) technologies,
operating as conversational agents or digital assistants.

These systems have significant potential not only to improve the quality of life
for the elderly and people with chronic illnesses but also to offer various benefits in
assisting patients, caregivers, and medical professionals [3]. Their abilities include
conducting regular health evaluations, managing medication schedules, monitoring
overall health, and even engaging in social interactions to foster the well-being of
patients. Therefore, having automated systems able to handle these tasks, can also
reduce workforce overload.

The elderly population faces unique challenges, such as reduced mobility and social
isolation, which can be mitigated by technological advancements. Previous research has
shown that social isolation and loneliness are associated with various negative mental
and physical health outcomes [4, 5]. Improving the personalization features of voice
assistants is essential for mitigating the detrimental effects of elderly loneliness. These
advanced digital agents can offer companionship and foster a sense of connection,
effectively addressing the core issue of social isolation. AI-powered interactions from
these assistants can aim to decrease the risk of depression among elderly users by
providing a responsive and empathetic communication companion. Ensuring this type
of interaction is present is not only crucial for promoting the emotional well-being of
this group, but also their mental fitness. It can encourage the constant recollection
and narration of joyful experiences. Maintaining their overall health and emotional
satisfaction entails ensuring they feel heard and comprehended.

On the other hand, the rise of conversational health assistants has already had a
considerable impact on healthcare, offering benefits. However, there is still room
for improvement. This study aims to enhance the capabilities of voice-based health
assistants, making them more responsive and practical tools for geriatric care. Despite
their functionality, current voice assistants have two major drawbacks: they provide
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1. Introduction

generic responses and lack personalization [1], especially in casual conversation settings.
These challenges are particularly difficult for older adults with unique healthcare needs
and a preference for interpersonal communication.

To effectively meet the healthcare needs of the elderly population, voice-activated
digital assistants must do more than just provide basic functionality; they must also
establish personal connections. By focusing on customized output through the collection
of personal data, vocal assistants can be developed to cater to the healthcare needs of
the elderly population without neglecting their emotional and psychological well-being.

The extraction of personal information and the creation of Personal Knowledge
Graphs (PKGs) is essential in facilitating personalized dialogues. PKGs are not just
auxiliary features; they play a vital role in providing personalized interactions, as
suggested by Balog and Kenter [6]. Empathy, as the Cambridge Dictionary elucidates,
is "the ability to share someone else’s feelings or experiences by imagining what it
would be like to be in that person’s situation" [7]. Within this framework, empathy
is expressed as the ability of the system not only to recognize and understand the
emotional states and personal circumstances of users, but also to respond to them with
appropriate sensibility. Accordingly, PKGs constitute a vital element of empathetic care
as they provide the system with the necessary tools to formulate responses that are
contextually and emotionally relevant to the user.

Designing and constructing PKGs, however, is not an easy task since it involves
many challenges related to computational resources and algorithmic complexity. To
successfully capture individuals’ essence, the system must objectively understand their
requirements, continuously monitor and extract mentions of people and places within
the dialogue, understand their relationships, and store this information in a format that
is both retrievable and updatable.

With a comprehensive understanding of the user’s data, we can employ a variety of
Retrieval-Augmented Generation (RAG) strategies to extract and use this information
effectively, as suggested by Lewis et. al. [8]. In this context, Pre-trained Language
Models (PLMs) and Large Language Models (LLMs) emerge as powerful tools due
to their advanced text generation capabilities, as demonstrated by Brown et al. [9]
and Wei et al. [10]. These models, particularly LLMs, are adept at processing large
datasets, which enables them to generate accurate predictions for tokens that are both
contextually relevant and coherent.

Moreover, we have successfully validated the entire pipeline in a proof-of-concept
format, ensuring that the combination of structured knowledge and an LLM-based
RAG engine is a promising framework for personalized conversations. The whole
conversational experience was thoroughly tested for its effectiveness and practical-
ity. Therefore, we believe that this framework holds great potential for achieving
personalized conversations. However, the primary focus of this thesis will remain on
constructing PKGs. This decision stems from the vital significance of PKGs in enabling
genuinely personalized and empathetic dialogues [6]. It also results from the intricate
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1. Introduction

nature of this undertaking. In-depth research and development of text generation
techniques will be postponed for future work due to their inherent complexities and
challenges.

Given this, our study focuses on the implementation of sophisticated and controlled
mechanisms to extract user-specific data from chat histories in plain text. In summary,
the healthcare industry requires personalized and empathetic communication which
most voice-based assistants lack. This is not only about increasing efficiency but also
about placing emphasis on human-centric design and interaction. As we enter the age
of AI and machine learning, there is potential for the development of these technologies
to fulfill our fundamental human needs. This highlights how personal interaction
between voice assistants and users is a topic worth researching.

1.2. Problem Statement

This thesis aims to address the significant difficulties concerning extraction of personal
information from dialogues, therefore enabling the construction of PKGs customized to
individual users. The goal is to seamlessly incorporate this graph into a data retrieval
system, enabling more substantial and individualized follow-up queries.

Problem 1 - Domain Specificity The evaluation of the effectiveness and construction
of PKGs closely relates to the availability and appropriateness of datasets. While
diverse relation-type datasets are abundant, there are significantly fewer choices when
it comes to dialogue-specific datasets. The problem worsens when focusing on personal
relationships, and it becomes even more restricted in the field of geriatric care; refer
to Figure 1.1. Thus, the main challenge in this thesis is to address the problem
of insufficient data without undertaking the difficult and costly task of creating a
customized dataset, which is unfeasible due to time constraints. Consequently, the
emphasis is on identifying available datasets in published literature that are relevant to
the field and can serve as dependable benchmarks for evaluation.

Problem 2 - Definition of Taxonomy Developing an effective taxonomy is vital to
creating a PKG with relevant content. Therefore, a structured approach is necessary
to overcome constraints and ensure a dependable taxonomy. However, this task is
complicated by the domain-specific data, which limits the available datasets and
relevant entities and relationships. This project aims to develop a taxonomy that
accurately captures the quantity and types of relationships and entities that are specific
to geriatric care. This refined taxonomy should be easily understood and enable
effective management of data structures in future applications, including conversation
management. An excessively complex classification system could lead to a graph that
is hard to interpret, while a too simplistic one may not suffice for the aim of generating
empathetic and personalized interactions.

3



1. Introduction

Figure 1.1.: Exemplary TACRED data, for instance, lacks data that captures personal
relationships within our target domain of geriatric care [11]

Problem 3 - Entity Recognition Determining which entities to include or exclude
in the PKG can be a difficult task, particularly when taking into account sensitivities
specific to the field of elderly care. This selection process has a significant impact
on the quality and usability of the PKGs. For instance, the incorporation of cardinal
numbers like age might introduce unwanted complexity or noise into the graph. Thus,
the challenge is to create criteria for filtering entities that meet the specific requirements
of geriatric care while also maintaining a functional and easily interpretable PKG.

Nurse: Good morning, Mr. Smith! How are you
feeling today? I see you’ll be 78 in two weeks.

Patient: Morning! I’m feeling okay, thanks. I’ve
been living in this facility for 4 years now.

Figure 1.2.: Sample dialogue illustrating the challenge of entity recognition in geriatric
care. Entities are highlighted in purple. This complexity is evident, even in
brief exchanges, when extracting such entities for inclusion in the PKG.

Problem 4 - Relation Extraction (RE) The key to constructing a robust PKG lies
in effectively extracting relationships between identified entities. This requires not
just pairing entities but also precisely defining the nature of their relationship. The
challenge comprises two main elements: first, discerning whether a relation exists
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1. Introduction

between two given entities, an undertaking that is subject to contextual nuances. Second,
it is crucial to categorize the type of existing relationship, which demands a refined
comprehension of both the domain and entities involved. These two subproblems are
essential in developing an accurate and effective PKG that serves as the basis for future
applications, including personalized conversational systems. This can be understood as
the sub-problems below, also shown in Figure 1.3.

• Sub-problem 1 (Relation Identification (RI)): The task is to determine if there
is a significant relationship between two individual entities within a particular
context.

– Example: In a dialogue, you hear, "My son spoke to Dr. Brown about my
arthritis." The names "son" and "Dr. Brown" appear, but do they know each
other professionally, or was it a one-time thing related to your care?

• Sub-problem 2 (Relation Classification (RC)): Once it’s clear that a relationship
exists, the challenge is to classify its nature.

– Example: Continuing with the above dialogue, if it turns out that the son
often consults with Dr. Brown about your health, then their relationship
could be classified as "acquaintance". But could this be inferred from the
dialogue alone?

That's interesting. 
What does she do 
there?

Sarah moved to 
Munich.

She works for 
Google.

Nice! Is she your 
relative?

She is my 
daughter.

Entities Pair: (Sarah, Google)+

Input Dialogue & Entities Pair Output Label

works

Relation Classification (DialogRE)

That's interesting. 
What does she do 
there?

Sarah moved to 
Munich.

She works for 
Google.

Nice! Is she your 
relative?

She is my 
daughter.

Input Dialogue Output Triplets

Relation Extraction

Figure 1.3.: Contrasting RC and RE: RC in the DialogRE paper [12] predicts a specific
relation label (such as "works") for an entity pair given a dialogue. In con-
trast, RE generates a comprehensive list of all relationships existing in the
text from the input dialogue. The list can be visually represented through a
graph, providing a clear mapping of all entities and their corresponding
relations.
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1. Introduction

Scope This thesis explores a proposed three-step iterative approach to construct and
utilize a PKG in the field of geriatric care. The approach aims to facilitate dialogue,
curate knowledge, and provide personalized interaction. While the comprehensive
model intends to address numerous crucial aspects for the development of a dynamic
and flexible PKGs, this study mainly concentrates on the second phase - knowledge
curation. This complexity necessitates extracting relations from plain text, as demon-
strated by the aforementioned issues, thus making it the cornerstone of the entire
approach.

During the initial stage of the proposed approach, users would be prompted with a
series of predetermined questions for dialog stimulation. These questions have been
strategically designed to gather relevant data on elder care topics, including daily
routines, social interactions, and personal preferences. This phase will establish the
foundation for subsequent steps and aid in the initiation of the PKG.

The thesis focuses on the knowledge curation phase, where significant challenges
exist. Advanced NLP techniques are employed utilizing PLMs for accessing prior
knowledge derived from previous datasets. The aim is to facilitate the efficient ex-
traction and mapping of entities’ relationships within the PKG. The emphasis is on
identifying and contextualizing personal relationships, organizations, and social groups
with which individuals interact, rather than medical terminologies. These aspects are
captured through casual, dialogue-based exchanges and are critical to developing a
nuanced understanding of each user. Figure 1.4 illustrates the target task of our study,
which involves extracting relationships from input dialogues. An example is provided
to demonstrate this process.

The third phase, personalized interaction, is another aspect of the overall model
under consideration, but it is not within the scope of this study. During this phase,
the updated PKG is applied to offer customized follow-up questions and tailored care
recommendations that meet the specific requirements and medical history of each user.

The iterative nature of this model enables continuous improvement of the PKG,
presenting the possibility of enhanced user experiences over time. This approach is
designed to evolve and enhance with each iteration, progressively boosting both user
engagement and satisfaction.

1.3. Research Questions

RQ1: Essential Content for Personalized Communication in Elderly Care

Question: What are the essential concepts and entities for effective personalization and user
engagement in geriatric care? We will conduct a comprehensive literature review to
identify appropriate conversation topics that foster user engagement in geriatric care.
Our objective is to thoroughly analyze communication protocols recommended by
experts in medical and psychological fields to establish best practices. This approach

6
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That's interesting, 
Hilde. What does 
she do there?

Sarah moved to 
Munich.

She works for 
Google.

Nice! Is she your 
relative?

Yes, she is my 
daughter.

Input Dialogue Output Triplets

Figure 1.4.: The above figure depicts our study’s objective to convert the provided input
dialogue between a health assistant and an elderly user, who engages in
a casual conversation with personal relevance, to the mentioned relation
triplets. Concurrently, the assistant, while empathetic, extracts the relations
in the shown graph format on the right-hand side.

enables the integration of technical requirements and medical necessities to develop a
robust user model.

RQ2: Strategies for RE and PKG Construction

Question: What are the appropriate methods and data sets for populating the PKG with relevant
information? This inquiry is essential to our thesis. Our objective is to utilize existing
knowledge to meet the unique needs of elderly care. Therefore, we will investigate
various RE approaches that apply to both personal and geriatric domains.

RQ3: Integration of Curated Knowledge into Conversations

Question: How can curated knowledge be integrated into the conversational model to facilitate
personalized interactions? Although not the primary focus of this thesis, this inquiry
remains pertinent in ensuring the constructed knowledge graph’s utility for future
personalized interactions. This is in line with the three-step approach depicted in
Figure 1.5 and 1.6.

RQ4: System Performance Assessment

Question: What are effective evaluation methods for assessing the system’s performance?
This investigation aims to identify suitable metrics for measuring the effectiveness

7



1. Introduction

Curate Knowledge
Convert user chat history

into related entities

Stimulate Dialogue
Promote continuous sharing

of personal information by users

Personalize Interactions
Use knowledge to personalize 

interactions

Figure 1.5.: High-level diagram presenting a three-part approach to constructing a PKG
for geriatric care. The first phase aims to facilitate dialogue among users to
encourage the sharing of relevant personal information. The second phase,
the main focus of this thesis (highlighted in yellow ), involves organizing
this information into a meaningful knowledge graph through curation of
knowledge. Lastly, the third phase involves customizing interactions by
utilizing the curated knowledge for personalized user engagement.

of converting unstructured text to structured knowledge using PKG. To achieve this
goal, we will review prior research on similar challenges and adapt their techniques to
our specialized application of personalized communication for geriatric care. We have
made the code for our experiments available in our GitHub repository 1.

1.4. Outline

To address the research questions, this thesis is structured as follows. Chapter 2 presents
the foundational knowledge necessary applied throughout the thesis. Chapter 3
provides an overview of the related research. In Chapter 4, we discuss the methodology
used to obtain our results. First, we explain the criteria for selecting Language Models
(LMs). Then, we outline the methods and datasets used for RE in the personal domain.
Chapter 5 presents the our findings. Chapter 6 offers a detailed analysis and insights
derived from these results. Upon presenting the key findings, we conclude with a
discussion of the limitations of our work. Finally, the last chapter provides a summary
of the thesis and suggests avenues for future research.

1https://github.com/murilobellatini/RelNetCare
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That's interesting. 
What does she do 
there?

Sarah moved to 
Munich.

She works for 
Google.

Nice! Is she your 
relative?

She is my 
daughter.

Stimulate Dialogue Personalize InteractionsCurate Knowledge

Hi, Hilde! Can you chat? I 
was wondering, have you 
ever visited Sarah in 
Munich?

Highlighted: Focus of the thesis

Figure 1.6.: A specific example of our envisioned three-part approach is presented,
illustrating each step clearly. Our main focus is the thesis task, which
generates a graph of relation triples using only the input dialogue.
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2. Fundamentals

This chapter provides a necessary foundation for navigating the subsequent sections of
this thesis. It introduces dialogue systems with emphasis on Conversational Personali-
sation in a clear and concise manner. Moreover, pivotal to our methodology, this chapter
also introduces Knowledge Graphs (KGs) along with key concepts for their automated
creation from plain text. Within this context, the chapter details the significance of
Named Entity Recognition (NER), RI, RC and RE. The process of contributing to the
structured representation of user knowledge is conceptualized. To conclude the chapter,
a dedicated section explores PLMs, providing a introduction on transformers—the
leading methodology for crafting LLMs—and analyzing the characteristics of different
renowned language models.

2.1. Dialogue Systems

According to Deriu et al. [13], there are three main classes of Dialogue Systems
(DSs). These are conversational, task-based, or question-answering systems. They are
controlled by the user in natural language and can be used for different use cases such
as virtual assistants or information retrieval systems. DSs provide the user with a
text-based, speech-based, or multimodal interface. The dialogs are usually structured
in sequences.

• Conversational agents strive to imitate human behavior and are tailored specifically
for unstructured open-domain dialogues. An initial illustration of such a system
is recognized as ELIZA [14].

• Task-based systems assist users in achieving a particular objective. They are tailored
to a specific field and adhere to a predetermined format. For instance, an in-car
virtual assistant that aids the driver in inputting their intended destination into
the GPS.

• Question Answering systems attempt to answer natural language questions posed
by the user. They typically use external knowledge bases to retrieve the required
information and may be capable of single-turn or multi-turn interactions that
support follow-up questions.

10



2. Fundamentals

2.1.1. Conversational Personalisation

Maintaining a user-specific knowledge base is crucial for achieving sustained personal-
ization. This is based on the fundamental notion that a system must retain records of
past interactions to engage in meaningful future interactions. By leveraging historical
data, the system can retrieve prior information to pose related follow-up questions and
reference past discussions in future dialogues.

Among several methods to achieve this, KGs stand out, which we will delve into in
the subsequent paragraphs.

KG The "knowledge graph" concept has various interpretations in academic circles
[15, 16, 17]. For this discussion, it represents a data graph that encapsulates real-world
knowledge. Nodes in this graph represent entities, while edges depict the relationships
between them. These graphs often adopt data models such as directed edge-labelled
graphs [18]. The scope of knowledge within the graph can vary from basic facts, like
"Santiago is the capital of Chile", to more nuanced statements. While rudimentary
facts are symbolized as edges, more sophisticated ones might necessitate advanced
constructs like ontologies. Knowledge can either be imported from external sources
or mined directly from the graph, with deductive and inductive techniques further
augmenting this knowledge pool.

Balog and Kenter, in their research from Google [6], suggest that PKGs are powerful
instruments for safeguarding user-specific data. Essentially, a PKG is a KG designed to
house personal content. According to Balog and Kenter, utilizing PKGs for data storage
has three significant benefits.

1. Catalyzing personalized search and content recommendations.

2. Enhancing personal information oversight.

3. Augmenting personal digital assistant functionalities.

Their studies emphasize that PKGs play a pivotal role in cataloging entities—like
family connections and hobbies—and their associated ties to the user. This facilitates
the continual growth and oversight of such graphs. An exemplar of a PKG as illustrated
by Google Research is showcased in Figure 2.1.

2.2. Personal Knowledge Graph Construction

At the core of our project, as illustrated in Figure 1.5 and 1.6, is the aim to curate user
knowledge by building PKGs. This involves establishing nodes and edges to generate a
complex, web-like structure. Various fundamental concepts supporting this endeavor
warrant further elucidation.

11



2. Fundamentals

Figure 2.1.: PKG Example from Google Research [6]. The diagram depicts entities as
nodes and their pairwise relations as edges. The structure showcases the
interconnection of individuals and organizations in a personal context and
demonstrates its applicability in other domains such as social networks and
e-commerce catalogs. This structure provides an additional layer of control
for applications aiming at precise user data manipulation.

NER NER discerns and categorizes named entities in text, assigning them to prede-
fined classes such as people, organizations, or dates. [19]

Figure 2.2.: Illustration of NER using the SpaCy visualizer [20].

Triplet A relation triplet involves two entities connected by a relation. Such triplets
are often structured and hosted by knowledge bases (KBs) like Freebase [21], DBpedia
[22], and Wikidata [23]. In a knowledge graph, nodes interconnect, and relations are
often defined in pairs. This means that a relation may appear as a triplet, indicated by
the format entity-relation-entity (e.g., Mary-isSpouseOf-Robert) [24] .

12



2. Fundamentals

Figure 2.3.: RE example from the REBEL paper [25], where input text is transformed
into an output list of triplets with the format node-relation-node.

RE Perceiving a knowledge graph as a collection of triplets (or relations) offers
clarity. The main technique emphasized in this thesis involves extracting triplets from
unstructured text. Consequently, RE converts plain text into a list of triplets.

RC Literature, such as DialogRE [12] and HiDialog [26], explores RC versus RE. RC
predicts label attribution for a specific entity pair while presupposing their relation’s
existence. This prior assumption may lead to skewed outcomes since detecting the
relation’s presence initially is a more complex task. This inherent bias could reduce
practicality in real-world scenarios.

Constructing a package is considered a sequence-to-sequence (seq2seq) task, wherein
natural dialogue is converted into a sequence of relations. There are several ways to
accomplish this task, one of which is by using an end-to-end pipeline. This process
moves systematically, starting with extracting entities from the input text, followed by
identifying and classifying relationships, and culminating in the creation of a set of
triplets. Alternatively, addressing end-to-end tasks through seq2seq models, especially
LLMs, presents a simplified solution. This method offers practicality and flexibility
while reducing the number of required models. Therefore, it becomes easier and less
burdensome to adapt, particularly when introducing new datasets. Chapters 4 and 5
provide further insights into these methodologies.

2.3. Pre-Trained Language Models

PLMs are machine learning models that have already undergone extensive training
with large amounts of data. They offer the ability to handle general tasks or targeted
fine-tuning for domain or task-specific instructions. To begin, we present an overview
of the widely used transformer architecture for PLMs. Following that, we provide a
survey of popular LLMs and their attributes.
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2.3.1. Transformers

All information in this section and its subsections is drawn from [27]. Vaswani et al.
introduced the transformer architecture in 2017 with their paper "Attention is all you
need" [28]. This paper caused a paradigm shift, as most NLP tasks currently employ
transformer models as state-of-the-art approaches. Using self-supervised learning,
models are trained on extensive textual data sourced mostly from the internet. This
learning technique eliminates the need for human labeling as tasks center around
the texts as the reference point. A training method for self-supervised learning is
exemplified by masking a word within a body of text, predicting its content, and
comparing the predicted output to the original term. The models acquire statistical
language proficiency through training on diverse texts. These models are referred
to as foundational models or PLMs, possessing general language knowledge but not
yet trained for specific duties. They can be tailored with task-related training data to
optimize a PLM for a specific use case. For a detailed explanation of the transformer
architecture, please refer to the original paper by Vaswani et al. [28]. In the following
section, we outline three distinct types of transformer models.

Auto-Encoding Transformer If an architecture only includes the encoder component
of the transformer, it is referred to as an auto-encoding transformer or encoder model.
Within the architecture of transformers, there is a technique called attention that
identifies the most crucial words to consider when predicting a token. Attention layers
can access the whole input sentence for encoder models. Thus, when a word is obscured
in a sentence, it can consider the terms to the left and right of the mask through bi-
directional attention. Pre-training auto-encoding transformers can be accomplished
using masked word prediction, which correlates with predicting a corrupt (masked)
word in a sentence. This design is most suitable for sentence classification, named
entity recognition, and extractive question answering. One of the most favored models
in this category is Bert.

Auto-Regressive Transformer The auto-regressive transformer model employs only
the decoder aspect of the transformer architecture. Unlike encoder models, its attention
layers are limited to words preceding the current word. Consequently, during pre-
training, it predicts the subsequent token of an incomplete sentence. Since the source
text is known, the forecasts are matched against the true values to gauge the loss and
modify the model weights. These models are best suited for generating textual content,
with GPT-2 serving as one illustration from this category.

Sequence-to-Sequence Transformer Encoder-decoder models, also referred to as
sequence-to-sequence transformers, utilize both components of the transformer ar-
chitecture outlined in the original paper. with this approach, the attention layers of
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the encoder have access to the full input sentence. Conversely, the attention layers of
the decoder can only attend to the words that come before the given word. Multiple
consecutive words can be replaced with a single mask when pretraining such models.
The primary objective of this task is to predict the original words accurately. Encoder-
decoder models are commonly utilized for summarization, translation, or generative
question answering purposes. Two well-known models include BART and T5.

2.3.2. Popular Language Models

This section outlines the fundamental concepts underlying popular Language Models.
We provide a succinct summary of the training strategies and datasets used, as well
as an overview of key model properties. For a more detailed understanding, we
recommend consulting the relevant papers.

BERT stands for Bidirectional Encoder Representations from Transformers, which
was introduced by Google in 2018 [29]. Unlike traditional models that scan texts in a
single direction, BERT reads texts bidirectionally, thus optimizing the understanding of
context in both directions. It has achieved state-of-the-art results on various Natural
Language Processing tasks. The model is pre-trained on two tasks.

• Masked Language Modeling: Predicting a word in a sentence by masking it out.

• Next Sentence Prediction: Identifying the correlation between two provided sen-
tences.

BERT was trained on a total of 3,300M words, which were composed of two data
sources - BooksCorpus (800M words) [30] and English Wikipedia (2,500M words).

LLaMA refers to a set of models created by Meta, which were made available with a
non-commercial license for public use in February 2023. The models are available in
four different sizes: 7B, 13B, 33B, and 65B. Specifically, the smallest LLM (7B) in this
family uses an adapted transformer model architecture and has been pre-trained on
publicly available and open-source data. The training includes multiple datasets:

• English CommonCrawl [31] and C4 [32]

• GitHub projects distributed under open-source licenses like MIT

• Wikipedia entries in 20 different languages

• Two Book datasets

• ArXiv for scientific data

• StackExchange for questions and answers
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The 7B model was trained using approximately one trillion tokens, whereby most
tokens were only utilized for one epoch during training [33].

LLaMA - Finetuned This model is based on LLaMA but has been fine-tuned for our
specific tasks using the Low-Rank Adaptation of Large Language Models (LoRA) [34]
approach instead of full fine-tuning. LoRA significantly reduces trainable parameters
and GPU memory requirements while performing similarly to regular fine-tuning. We
utilized the scripts provided by the git-cloner repository on GitHub [35], which are
based on the Vicuna training code [36] but optimized for GPUs with low-resource
capability. Our GitLab repository 1 contains the training datasets, as well as the exact
command, including hyperparameters. The resulting models are capable of supporting
a context length of 512 tokens and possess the same license as LLaMA.

GPT-3.5-Turbo is a closed-source model developed by OpenAI. Limited information
is available regarding the number of model parameters or the datasets used for training
as this has not been disclosed. However, it is expected that GPT-3.5-Trubo has a
size of approximately 150B parameters; although, this is not officially confirmed. In
addition, the standard model’s supported context length is 4k tokens [37]. The model
is an improvement of text-davinci-003 (another proprietary model from OpenAI) and
optimized for chat use-cases [38].
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This chapter examines previous research on RE and classification, both key components
of personalized conversational systems. It begins by outlining classic approaches before
delving into the advancements of NLP technologies and their relevance in geriatric
care. This chapter serves as the foundation for our thesis, which aims to address the
unique communication needs of older adults.

RC The field of RC in NLP has seen extensive development recently, with researchers
adopting progressively complex architectures. One example is Yan Xu and his team,
who achieved an impressive F1-score of 86.1% on the SemEval-2010 Task 8 through the
use of Deep Recurrent Neural Networks (DRNNs) combined with a data augmentation
technique [39]. This method was successful in overcoming the limitations of shallower
models. Conversely, Rui Cai and colleagues achieved noteworthy progress with the
development of the Bidirectional Recurrent Convolutional Neural Network (BRCNN)
[40]. This novel model combines both convolutional and recurrent layers, showcasing a
great ability to identify the subtle relationships and their directions between entities.
While much research within this sector has focused on textual corpora, recent endeavors
have delved into the dialogue domain. Qi Jia and colleagues have made strides in this
direction with "DDRel," which established a specialized dataset extracted from movie
scripts to address unique challenges presented by dialogue media [41]. Perhaps most
relevant to our discussion is the study by Dian Yu and colleagues, titled "Dialogue-
Based RE" [12]. Although the title may be deceiving, the study centers on dialogic RC,
rather than RE, and highlights the significance of speaker-based data in identifying
connections. This pioneering work remains critical to the field. Importantly, this study
utilizes BERT and demonstrates promising outcomes in detecting relationships within
personal dialogues. These results provide a critical foundation for projects like our
own, which seek to comprehend and promote significant interactions, particularly in
geriatric communication settings.

RE The subfield of RE in Natural Language Processing is rapidly gaining popularity
due to its broad applicability and flexibility. Chenguang Wang et al. made a significant
contribution to this field with their paper on ’Zero-Shot Information Extraction’ pre-
sented at EMNLP 2021 [42]. Their innovative methodology reframes extraction tasks as
text-to-triple translations, utilizing pre-trained language models to accomplish notable
zero-shot performance. This approach presents a substantial departure from customary
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techniques, introducing the possibility of scalability and adaptability across multiple
domains without necessitating task-specific training data. Pere-Lluís Huguet Cabot
and Roberto Navigli’s "REBEL" employs an end-to-end strategy, built on the BART
architecture, to streamline pipelines typically used for high-quality RE [25]. This model
adds another layer of sophistication to the process, making it particularly ground-
breaking. The REBEL system has achieved state-of-the-art performance across multiple
benchmarks, establishing a new standard in this field. Its remarkable adaptability sets
it apart, as it can be fine-tuned to identify more than 200 different relation types, thus
providing a much-needed level of flexibility that is lacking in traditional approaches.
This attribute makes REBEL more than just an incremental step forward; it is truly a
groundbreaking advancement in RE. Its capability to streamline intricate workflows
without sacrificing top-notch performance makes it a promising tool for future research
and practical applications alike.

Geriatric Communication Communication with elderly patients often neglects their
unique psychological needs, resulting in suboptimal dialogue that fails to recognize
them as individuals. In fact, general approaches toward geriatric patients often cre-
ate a deficit-oriented view of aging, thus overlooking the need for patient-oriented
communication tailored to their specific needs and abilities [43, 44]. Tom Kitwood’s
person-centered framework identifies five psychological needs - comfort, attachment,
identity, occupation, and inclusion - that should guide our understanding of effective
communication for geriatric patients [43]. These needs can be translated into entity-
relation pairs of personal information, enabling the creation of dialogues that can fulfill
these crucial psychological elements. This approach aligns with both the International
Classification of Functioning, Disability, and Health (ICF) and the biopsychosocial
model of health [45].

In this thesis, we conduct a comprehensive analysis of various techniques aimed
at extracting relationships within the specialized field of geriatric care. Our primary
objective is to customize conversational interactions for elderly patients by integrating
available datasets and technologies with current research in the geriatric communi-
cation field. To achieve this goal, we begin by conducting an in-depth evaluation of
methods that are ideal for our specific target population. Successful completion of
this fundamental task will facilitate the application of these techniques in real-world
scenarios, resulting in the production of consistent and credible responses that hold
immense value for the end user. The DialogRE dataset [12] is expected to be particularly
advantageous owing to its plentiful relations that conform to Kitwood’s framework [46]
for entity-relation pairs. It is crucial to recognize the constraints of a one-size-fits-all
strategy. Such an approach endangers neglecting the different demands and abilities
of each patient, going against the aims of patient-centered methods. Therefore, it is
necessary that the datasets and methodologies used accommodate discussions that
consider individual psychological needs, supported by existing research [44].
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Figure 3.1.: Tom Kitwood’s person-centered framework emphasizes the five essential
psychological needs for effective communication with dementia patients,
which can also be applicable to elderly people - comfort, attachment, iden-
tity, occupation, and inclusion. These core needs are crucial in ensuring
effective communication and should be considered in geriatric care prac-
tices.
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4.1. Research Procedure

This chapter presents the research procedure utilized in this thesis. An initial literature
review is conducted to identify existing studies on RC and RE utilizing LMs, essential
components for constructing the PKG. Two PLMs, i.e. BERT and LLaMA, which
were developed through varied training approaches, are subsequently selected. Our
objective is to assess the influence of various types of PLMs with diverse attributes on
downstream assignments such as identifying and extracting relationships.

We examine data preprocessing techniques to measure their impact on model per-
formance for both individual tasks and the entire pipeline. Since our domain has
limited data, this stage plays a crucial role in determining the importance of data for
our particular tasks. In addition, we test prompting methods to enhance the output of
the LLMs for the mentioned duties. As the field of LLMs and prompt engineering is
rapidly developing, our primary objective is to implement established methods that
increase the likelihood of its generalization with other models.

While establishing the models, employing effective preprocessing methods, and
identifying suitable prompting techniques, we progressively fine-tune the LLMs. First,
we start with RC having an explicit RI step, then we resolve both of them jointly,
and finally RE. We conduct each experiment in an ablation study style, keeping all
parameters constant except for one, to ensure understanding of the isolated impact
of each parameter. This may entail testing different models on a single dataset or
one model on various datasets. Standardized evaluation criteria are followed for each
experiment to ensure comparable metrics. It should be noted that every experiment is
guided by a hypothesis and provides insights into its strengths and weaknesses. This
systematic approach is maintained throughout the thesis, providing a comprehensive
strategy for addressing the encountered challenges.

4.2. Literature Review

This section details our methodology in answering our first and second research
questions. We aim to locate relevant prior studies on 1) personalized geriatric com-
munication in the context of elderly care, and 2) the utilization of PLMs for RC and
RE. To achieve this, we conduct a comprehensive literature review employing scientific
databases to identify suitable academic works. Firstly, we create a search query for
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each of our two focus areas. Afterward, we utilize search queries across three academic
databases: ACM Digital Library, IEEE Xplore, and Springer. Our search filters studies
by title, keywords, and abstract to find matching results. Additionally, we conduct
forward and backward snowballing based on preliminary findings. Forward snow-
balling involves reviewing work that cites relevant papers, while backward snowballing
considers papers cited by relevant articles [47]. We establish criteria for inclusion and
exclusion to guarantee that only pertinent academic work is incorporated. This assists
in filtering the initial outcomes to obtain the ultimate set of considered works.

Inclusion and Exclusion Criteria We only consider peer-reviewed papers that have
been published in academic journals or presented at conferences to ensure the quality of
our sources. Additionally, the papers must be written in English and focus on English
texts or datasets, as our research is centered around RI and RC in the English language.
We require full access to the contents of the academic work. Otherwise, the text must
be excluded as it is vital to consider all the information from the approaches under
consideration. Lastly, the studies should closely relate to RC and RE using PLMs. This
determination is made by screening the preliminary results title and abstract.

Search Queries We developed two search strings for querying scientific databases.
Both employ Boolean operators to connect multiple keywords. The first search string
centers on semantic parsing, specifically generating database queries. To achieve this,
we include "relation classification" and "relation extraction" using the OR operator.
Additionally, our focus lies solely on techniques involving PLMs. Therefore, the query
should contain either the term "large language model", "pretrained language model",
or "seq2seq".

("relation classification" OR "relation extraction") AND
("large language model" OR "pretrained language model" OR "seq2seq")

The second search string focuses on geriatric communication and elderly care. To
specifically target medical guidelines on this topic, we include "guidelines", "psycholog-
ical guidelines", and "medical guidelines" in our search query.

("geriatric communication" OR "elderly care communication") AND
("guidelines" OR "psychological direction" OR "medical specifications")

4.3. Selection of Language Models

Due to limited time and resources, we tested only a select subset of models. We
executed a diverse selection in order to optimize our efforts and generate a more
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comprehensive range of insights. In addition, the task to be solved also has a direct
impact on the model selection. In our application for the elderly care domain, we are
concentrating on RE. There are two options to tackle this problem, each with their own
factors to consider when choosing the model:

Ensemble of Methods This approach combines a series of models to extract rela-
tionships from text fragments. The pipeline incorporates Named Entity Recognition
(NER), RI, and RC. Although there are multiple models that can fulfill these roles,
we chose SpaCy [48] for NER due to its extensive use in industry and its versatility.
For identifying and classifying relationships, after feature-engineering, our top two
choices were XGBoost [49] and BERT [29], respectivelly. XGBoost immediately showed
satisfactory results and solidified its position in the RI task after several ablation studies,
while BERT was retained for RC due to its previous success in the literature, e.g. on the
DialogRE dataset [12].

End-to-end Task RE can be approached as a sequence-to-sequence (seq2seq) task.
This method uses a transformer model, like BART [50] or T5 [51], to create an output
sequence from an input sequence, much like machine translation or summarization.
With this, one can input an input dialogue to these seq2seq models, and they can
predict an output sequence of relations. This approach was successfully employed with
the REBEL dataset [25], motivating our pursuit of this option. The dataset’s adaptability
allows for automatic model updates when modified, eliminating the need for multiple
adjustments required in more complex pipelines. Within the context of the seq2seq
framework, utilizing language model pretraining with prompt guidance is also an
option, and it is our preferred approach in this study.

Beyond tasks, our model selection process also weighed several key factors, including:

Model Capacity The number of parameters in a model determines its ability to learn
and recognize patterns. While larger models excel in generating text and answering
questions, they also require greater computational resources. As parameter size in-
creases, Wei et al. [10] have demonstrated that LLMs can acquire certain skills. However,
the compromise is evident in higher hardware and electricity costs. Our infrastructure
can reliably handle models with up to 7 billion parameters. While we primarily focus
on models of this size, we also include larger models which can be commercially
obtained through APIs due to their unique capabilities, such as OpenAI’s ChatGPT
[52]. This also enables appropriate benchmarks to be conducted.

Model Accessibility Open-source LLMs provide full control and the ability to be
hosted on personal servers, ultimately promoting advanced reproducibility. In contrast,
closed-source LLMs, typically hosted by companies and only accessible through APIs,
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introduce uncertainties in research caused by potential undisclosed pre- and post-
processing steps. Nevertheless, despite these obstacles, many of these closed-source
models are among the most powerful available.

Training Data and Procedure The choice of training data and methods has a strong
impact on the performance of a model. It is important to ensure a causal relationship
between statements and to maintain a logical flow of information. Data sources
can include factual databases such as Wikipedia or conversational platforms such as
Reddit. Training methods can vary, ranging from pre-training techniques to task-specific
optimizations such as fine-tuning or RLHF to adapt outputs to human preferences.
We used Hugging Face’s Open LLM Leaderboard [53] to evaluate the effectiveness of
different models on different tasks.

4.4. Selection of Prompting Techniques

Prompt engineering is a field of study that examines how a model’s abilities and
resulting output are influenced by a variety of prompting methods and best practices. It
is founded on the idea that the structure and wording of a prompt can have a significant
impact on the quality of the output. Additionally, prompts may be augmented with
additional information to direct the model towards producing responses that are
factually accurate. This approach is referred to as "grounding" the responses, or
"function grounding" [54]. Examples can be included in instructions to facilitate
contextual learning. Prompt Engineering has gained recent popularity, prompting the
use of grey literature such as blog posts, in addition to academic papers, to obtain a
comprehensive understanding of established and emerging approaches. The following
presents a concise overview of the most prominent prompting techniques and best
practices we consider when selecting the prompts for this thesis.

Zero-shot prompting is a straightforward technique that involves providing a natural
language description of a task in the prompt. According to Wei et al., this capability
can be improved by instruction tuning [55]. Example:

Translate the following sentence into German.
EN: The quick brown fox jumps over the lazy dog.
DE:

Few-shot prompting involves incorporating input-output examples into the model to
teach it how to solve a task in context. This strategy has yielded significant improve-
ments in performance, sometimes matching fine-tuning approaches. When using a
single example, it is also referred to as one-shot prompting [8]. Example:
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Translate the following sentence into German.

EN: Hello, how are you?
DE: Hallo, wie geht es Ihnen?

EN: The quick brown fox jumps over the lazy dog.
DE:

Chain-of-thought prompting aims to enhance the reasoning capabilities of the LLM.
The model is encouraged to include the individual steps required to generate the
result, rather than simply returning an answer. This can be accomplished by providing
examples in the prompt that illustrate expected outputs [56]. Another variation of
this method is known as zero-shot chain-of-thought prompting. Instead of providing
examples, the sentence "let’s think step by step" is added to the prompt [57]. Example:

Q: Bob receives a gift of 10 apples from his grandmother. After sharing
half of them with Alice, he consumes two. Unfortunately, a third of
the remaining apples begin to rot. How many of Bob’s apples are still
in good condition?
A: Let’s think step by step.

For our research on RE, we mainly investigated Zero-shot and Few-shot prompting
methods. We evaluated the performance of each approach through ablation studies,
enabling us to make informed decisions. As part of this thesis, we created a detailed
demonstration featuring a customized bot designed for elderly care. Before conducting
thorough ablation studies, we conducted a qualitative assessment of the most reliable
prompting techniques within the demonstration to guarantee their effectiveness in our
intended application. This demonstration also tested prompts to assist the chatbot in
providing empathetic replies and using the user’s previous knowledge, specifically for
data-to-text conversion. Nevertheless, these investigations go beyond the main objective
of this thesis, which was limited to RE given its complexity.

4.5. Personal Knowledge Graph Construction

To construct PKGs from plain text, RE is the dominant method in current literature.
Various approaches are available, ranging from using custom pipelines with model
ensembles to treating it as a seq2seq task. Nonetheless, much of the present research
concentrates on sources such as REBEL, SemEval, CONLL-2004 and Re-TACRED
datasets [25, 58, 59, 60], which has a distinct data distribution from our intended target.
It’s vital to emphasize our specific aim of extracting personal relations from dialogues to
personalize interactions with senior citizens. Given this context, it is essential to develop
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methods specifically tailored to this data distribution. Additionally, the datasets may be
even more critical. Further discussion of these considerations will follow in subsequent
sections.

4.5.1. Datasets

After conducting a thorough review of available datasets for personal dialogue inter-
actions, we have identified two viable options: DialogRE [12] and DDRel [41]. These
datasets meet our criteria, as they focus on dialogues within the context of personal
relationships. While they may not perfectly align with our specific needs, they offer
significant benefits for our research. First, we could potentially modify the dataset
through preprocessing to better align with our target distribution. Second, in order
to make progress in the field, it is critical to build upon previous scholarly work,
which serves as a standard for assessing the novelty of our research. Yet, it is vital to
acknowledge and comprehend the characteristics and limitations of these datasets.

Figure 4.1.: An example from the DDRel dataset [41] illustrates a standard dialogue ex-
tracted from various movies. The dataset captures complex and sometimes
implicit relationships, as showcased in the exchange between speakers A
and B. Notably, our project primarily focuses on relations between elderly
patients and other mentioned entities, rather than the relations between
both dialogue participants emphasized by the dataset.

After closely examining the DDRel dataset, as showcased in Figure 4.1, its limitations
indicate it may not be fitting for our objectives. The dataset solely identifies relations
between speakers and overlooks entities mentioned within the dialogue. This misaligns
with our goal as interactions between the user and healthcare assistant are secondary.
Our principal concentration lies in the bonds between the user and referenced entities.
Therefore, although DDRel may not be optimal for our primary requirements, it could
potentially serve as a resource for enhancing our data.

On the other hand, DialogRE is the first dataset comprised of human-annotated
relations extracted from dialogues. This dataset shows great promise for our targeted
objective, since it consists of 1,788 dialogues extracted from ’Friends’ scripts, which is a
popular source in dialogue-based research. The dataset has 10,168 relational triples and
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Figure 4.2.: A sample from the DialogRE dataset [12], sourced from dialogues, entities,
and relations in the TV show "Friends". The dataset is appropriate for
our project due to its thorough categorization of personal relationships
in dialogues. While the show’s comedic style may make the dialogues
intricate and lengthy, it shows promise for our objectives.

36 distinct types of relations annotated. One feature that stands out in this dataset is
the annotation of the most precise text span that signifies each relation. Approximately
96.0% of these triples extend across multiple sentences, indicating that the dataset
is suitable for studying cross-sentence RE. Moreover, 65.9% of the triples reference
arguments from non-consecutive turns, highlighting the importance of multi-turn
context in RE based on dialogue. The majority of relations in DialogRE, around 89.9%,
describe a speaker’s attribute or establish a relationship between two speakers. A
sample example is shown in Figure 4.2, indicating promising features for our study.

In Figure A.1, all DialogRE relations are presented in detail, covering a wide range
of personal connections. This includes the ’unanswerable’ category, designated for
instances where no connection exists due to inherent constraints. Specifically, "for which
there is ’obviously’ no relation between an argument pair in consideration of aspects
such as argument type constraints (e.g., relation PER:SCHOOLS_ATTENDED can only
exist between a PER name and an ORG name)" [12]. Moreover, if these relations are
cross filtered with Kitwood’s framework’s five areas, the relation count can be reduced
to 11 as shown in Figure 4.3. This approach will be utilized throughout our ablation
studies in an effort to streamline the model’s complexity for improved outcomes, as
well as to establish more precise connections for our specific use case.

4.5.2. Data Augmentation

Due to datasets in the literature not fully reflecting our target distribution, the in-
tegration of data augmentation strategies is crucial in our pipeline. However, data
augmentation in NLP presents distinctive challenges as it can potentially introduce
excessive noise, leading to a decrease in model performance. Established strategies
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Figure 4.3.: Schema illustrating selected relations from DialogRE, aligned with
Kitwood’s framework. The schema comprises 11 relations: RESI-
DENTS_OF_PLACE, PLACE_OF_RESIDENCE, VISITORS_OF_PLACE,
VISITED_PLACE, OTHER_FAMILY, ACQUAINTANCE, PARENTS, CHIL-
DREN, SIBLINGS, SPOUSE, and PET. The relation of health_status, in red,
has been conceptualized for future research efforts and is not addressed in
our current study. The nodes represent possible entity types, which allow
these relation pairs, such as Person, Pet, Organization (ORG), GeoPolitical
Entities / Location (GPE) and Health.

encompass Paraphrasing, Noising, and Sampling [61]. It is important to apply Para-
phrasing and Noising judiciously as excessive use may result in nonsensical data.
The need for moderation in NLP distinguishes it from computer vision, wherein
augmentation techniques are frequently used more freely.

Sampling Techniques Sampling entails crafting a customized dataset by carefully
selecting from one or more sources. Although merging data from various sources,
inclusive of DialogRE and DDRel, appears to be beneficial, it can result in deviations
from the target distribution, as outlined in Subsection 4.5.1, and thus, necessitates
careful consideration.

Our SlideFilter Technique A crucial contribution of this thesis is the creation of
SlideFilter, a novel augmentation technique based on the sampling strategy. SlideFilter
processes and segments extensive conversations into smaller and more manageable
units, requiring simultaneous filtration of associated relations. An established window,
such as three turns, enables the systematic deconstruction of a large dialogue into
several smaller segments. This approach assumes that a dialogue’s relation can only
be identified when the involved entities are explicitly stated within the text. While
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That's interesting. 
What does Sarah 
do there?

Sarah moved to 
Munich.

She works for 
Google.

Nice! Is Sarah 
your relative?

She is my 
daughter.

Original Dialogue
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What does Sarah 
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SlideFilter Augmented Sample
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4

3
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Figure 4.4.: The SlideFilter Method for Enhanced RE: The figure displays the SlideFilter
technique implementation for dialogue RE. On the left, an original dialogue
is paired with its corresponding relation graph. The four chunks visible in
the diagram depict the application of the SlideFilter, which systematically
processes the dialogue with a window covering ’n’ turns at a time (n=2
here). The right side shows the resulting sub-samples, each representing
a section of the dialogue with its relevant sub-graph of relations. The
objective of segmenting into smaller, more focused dialogue samples is to
reduce noise and improve relation detection accuracy. Nonetheless, there
is a significant trade-off as a narrower window may increase accuracy but
exclude broader context and relevant cues for relation prediction. Finding
the right balance between focus and breadth of context is a crucial challenge
when fine-tuning this method for dependable RE.

this assumption may not always hold true, Chapters 5 and 6 will demonstrate its
effectiveness. Figure 4.5 demonstrates our SlideFilter method in action and the Figure
4.4 gives an concrete example to explain the methodology.

4.5.3. Ensemble Method

The ensemble method, depicted in Figure 4.6, incorporates multiple models from
prior literature. This pipeline has a twofold objective: to appraise the effectiveness of
conventional ML techniques in dealing with our tasks and to establish connections
between our research and earlier studies. The task of extracting relations from personal
dialogues is largely unexplored in existing literature. Nonetheless, our approach uses
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Speaker 2: Vanilla?!

Speaker 1: Yeah.

Speaker 2: I’m not vanilla! I’ve done lots of crazy
things! I mean I got-I got drunk and married in
Vegas!

{’object’: ’Speaker 2’, ’visited_place’: ’spouse’, ’subject’: ’Vegas’}
{’object’: ’Vegas’, ’relation’: ’visitors_of_place’, ’subject’: ’Speaker 2’}

Figure 4.5.: Optimized DialogRE Subdialogue via SlideFilter: This example depicts the
use of our SlideFilter approach on a DialogRE subdialog, implementing
a three-turn count threshold to extract only those relationships explicitly
referenced within the text. Previously, the dialogue comprised 27 turns
and 12 relations, but our method condensed it into a brief 3-turn, 2-relation
snapshot. This strategic refinement is designed to simplify and streamline
the RI process.

DialogRE’s RC as a fundamental benchmark. We build upon this foundation by adding
more models and components, leading to a comprehensive end-to-end performance
evaluation.

NER Given a text fragment that spans multiple turns, our initial step is to extract
entities that are referred to in the text. While literature has extensively documented
NER, we chose SpaCy’s NER [48] because of its strong performance right out of the box.
We streamlined our extraction process by omitting cardinals to avoid this explosion of
complexity, as shown in the figure 1.2.

RI After identifying the entities in the conversation, we establish pairwise combi-
nations among them. While some entity pairs may exhibit relationships, not all do,
underscoring the importance of this phase in our analysis. Our exploration encom-
passed multiple models, including XGBoost and BERT, as well as feature engineering
techniques, such as computing the shortest word distance between entities. We also
considered an implicit identification approach where the absence of a relation is clas-
sified under a "no_relation" category during the RC phase. To determine the optimal
model for our objectives, we conducted ablation studies in this stage.
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Relation Classification

Alice - Munich lives_at
Alice - Google works_at

BERT on DialogRE (F1: 60% d) [13]

Alice - Munich yes
Alice - Google yes
Alice - User no
Alice - Agent no
User - Agent no

Relation Identification
XGBoost on DialogRE (F1: 49% c)

User - Munich no
User - Google no
Agent - Munich no
Agent - Google no
Munich - Google no

That's interesting. 
What does she do 
there?

Alice moved to 
Munich.

She works for 
Google.

Input Data
Sample Dialogue

NER
SpaCy + Rule-based NER (F1: 20% b)

Agent: That's 
interesting. What 
does Alice do there?

User: Alice moved 
to Munich.

User: Alice works 
for Google.

Figure 4.6.: The figure above illustrates our ensemble approach for extracting relations
from dialogue data. The process begins with the input of a dialogue
sample, followed by NER using SpaCy NER. XGBoost then assesses the
connection between all potential pairs of entities. Lastly, BERT performs
final classification for the confirmed relations.

RC This stage follows the procedures outlined in the DialogRE paper. For confirmed
relations, we tested BERT and LLaMA to classify the connection between two entities
based on the dialogue context. For operational efficiency, our ensemble primarily
utilizes BERT. The integration of LLaMA may be unnecessary since its complex archi-
tecture is proficient enough to handle the entire task. This decision is supported by
ablation studies, which will be further explained in subsequent chapters.

4.5.4. End-to-End Method

An alternative to conventional RE is the end-to-end approach, where a single model
oversees the entire process. This strategy handles the input conversation and produces
relation triplets directly. As a sequence-to-sequence (seq2seq) task, numerous models
have been utilized for this objective, as evidenced by Huguet-Cabot and Navigli’s use
of BART [25]. The benefits of this technique are a simplified process and increased
adaptability. Unlike approaches utilizing multiple models and processing stages, an
end-to-end system streamlines adjustments, requiring modifications solely to the data
or the model, instead of multiple components.

For this thesis, we utilize LLaMA [33], harnessing the increasing popularity and
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effectiveness of LLMs across numerous tasks. Their remarkable performance in zero-
shot and few-shot learning scenarios is notable as they often produce promising results
without any training data [55, 8]. This capability is analyzed in the results section (refer
to Chapter 5). Our decision to further investigate LLMs is driven by their capacity to
utilize extensive prior knowledge for complex tasks that may pose a challenge to simpler
models. As a result, prompt engineering becomes a crucial aspect of this methodology.
Our ablation studies will concentrate on comparing Ensemble of Methods to LLMs,
examining their respective advantages and limitations.

4.5.5. Prompt Design

This section outlines the components that each prompt should include and the method-
ology used to craft prompt templates for the end-to-end process using LLMs, as
described in Chapter 5 for RE tasks.

An effective prompt must provide precise instructions and include all the essential
information required for task completion. This comprises two critical components: 1)
the input dialogue; and 2) a list of possible relations. Equipped with this information,
the model is ready to tackle the task in a zero-shot manner. Previous research, including
that of Lewis et al. [8], suggests that one-shot examples can improve model performance
without fine-tuning. However, their effectiveness diminishes with fine-tuning. As a
result, our benchmarks largely rely on zero-shot techniques.

The prompt design process is guided by a predetermined gold standard of expected
outcomes for one sample set. The process entails crafting a succinct prompt that merges

Gold Standard 
Comparison

Prompt
Draft

Prompt
Tweaking

Final
Prompt

Iterate

Figure 4.7.: Diagram of Prompt Design Workflow: The process begins with benchmark
comparison using a selected example of input dialogue and desired pre-
diction, followed by iterative refinements. In successive cycles, the prompt
is adjusted with the LLM to match the required gold standard or format
precisely. This ensures accurate label generation without any distortions or
unwarranted explanations. This cycle persists until the optimal prompt is
established as the standard, resulting in the highest fidelity output.
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instructions, dialogue input, and relation ontology. This template is subsequently
refined until the model’s predictions are aligned with the gold standard or comply
with the anticipated format, illustrated in the Figure 4.7.

4.6. Evaluation Metrics

Within this section, we explore the automatic evaluation metrics that form the basis
of our RE model. Since our primary objective is RC with DialogRE [12], we utilize
classification as our approach. We begin by explaining the metrics used for the basic
scenario of RC. Later, we extend our evaluation framework to address the more general
task of RE. Although classification principles are involved in both circumstances, the
latter consists of a multi-label context, since a given dialogue may contain a variable
amount of relation triplets. Moreover, a relation is considered accurately identified only
when the entire triplet of ’subject’, ’relation’, and ’object’ matches the ground truth.
Therefore, our evaluation consolidates the metrics to reflect performance based on the
’relation’ component alone. Please refer to the Figure 4.8 for clarification.

In the given instance, the prediction would be considered inaccurate because it fails
to correctly identify the ’subject’ aspect, even though it accurately identifies the ’object’
and ’relation’. Consequently, despite partial correctness, the evaluation metric would
categorize the entire prediction as erroneous. This mistake would be classified under
the label ’spouse’ for evaluation purposes. This follows the boundaries evaluation in
RE proposed by Taillé et al. [62], since the relation types as ignored here.

4.6.1. Classification Metrics

The metrics presented in this paper are based on the categorizations outlined by A.
Géron [63]. The desired outcome, namely the gold standard (or ground-truth), allows

Max: Hey, love! Did you pick up the kids already?

Leni: Not yet, honey. I have to call Sophia first...

Ground Truth: {’object’: ’Max’, ’relation’: ’spouse’, ’subject’: ’Leni’}
Prediction: {’object’: ’Max’, ’relation’: ’spouse’, ’subject’: ’Sophia’}

Figure 4.8.: An example dialogue shows a ground truth and a prediction. The evaluated
label is ’spouse,’ and the prediction is marked as a false positive due to the
wrong identification of the subject. For metric calculation, we only consider
the ’relation’ label. However, to be considered as a true positive, the entire
relation triplet must match with the ground truth.
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for the classification of results into four distinct categories. This is valid for RC, which
is the case on DialogRE paper [12].

• True Positive (TP): Entities that appear in both the gold standard and the obtained
results.

• True Negative (TN): Entities that are absent in both the gold standard and the
results.

• False Positive (FP): Entities present in the actual results but not in the gold
standard.

• False Negative (FN): Entities that are missing in the actual results yet are part of
the gold standard.

These categories enable the computation of the succeeding metrics.

• Precision: This formula calculates the percentage of accurate predictions out of
all supplied results.

Precision =
TP

TP + FP
(4.1)

Precision is deemed perfect if the outcome solely consists of pertinent elements,
disregarding any absent entities from the benchmark.

• Recall: This measures the proportion of gold standard entities that are included
in the actual results, as illustrated by:

Recall =
TP

TP + FN
(4.2)

Recall is deemed perfect if all gold standard entities are incorporated in the result.

• F1-Score: The F1-score integrates precision and recall, addressing their distinctive
constraints, into a unified metric. Its maximum value of one corresponds to
optimal precision and recall performance.

F1-score = 2 × precision × recall
precision + recall

=
TP

TP + FN+FP
2

(4.3)

• Accuracy: Applied in binary classification, this metric evaluates the proportion of
accurate predictions out of all predictions, expressed as:

Accuracy =
TP + TN

TP + TN + FP + FN
(4.4)
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4.6.2. Adaptation for Multi-Label Classification

For RE, the output varies. A dialogue may contain no relation, one relation, or multiple
ones. To address this variability, we approach the problem through a multi-label
classification based on the relation key of each relation triplet.

Evaluation metrics in multi-label classification scenarios need adaptation because
instances may belong to multiple classes simultaneously. The standard definitions
of true positive (TP), false positive (FP), and false negative (FN) remain unchanged.
However, true negative (TN) loses its significance as the absence of one label may not
indicate a true negative owing to the existence of other accurate labels.

Zhang et al. [64], identified two categories of classification performance measures:
example-based and label-based. The former measures the accuracy of a learning system
per instance, taking into account all of its labels, while the latter evaluates the accuracy
of each label across the dataset. For our work in RE, which requires distinct labeling
for each relation type, we utilize example-based metrics due to their effectiveness in
capturing contextual nuances and the full range of relations in each text segment. This
is essential for our analysis.

To account for this, we introduce the following metrics specific to multi-label classifi-
cation (denoted as exam for example-based):

• Multi-label Precision: The precision for each instance is determined by the
proportion of correctly predicted labels to the total number of predicted labels.
Specifically, for the ith case, this ratio is represented as |Yi∩h(xi)|

|h(xi)| , where Yi refers to
the set of actual labels, h(xi) indicates the set of labels predicted by the classifier,
and p represents the total number of instances in the test set. To obtain the
multi-label precision, this ratio is averaged across all cases, as depicted in the
following equation:

Precisionexam(h) =
1
p

p

∑
i=1

|Yi ∩ h(xi)|
|h(xi)|

(4.5)

• Multi-label Recall: Recall measures the proportion of correctly predicted actual
labels. For each instance, recall is computed as the intersection of predicted and
true labels divided by the number of true labels. Yi represents the true labels
and h(xi) represents the predicted labels by the model. The following formula
presents the average recall over all instances, yielding the multi-label recall.

Recallexam(h) =
1
p

p

∑
i=1

|Yi ∩ h(xi)|
|Yi|

(4.6)

• Multi-label F1-Score: The F1-score is the harmonic mean of precision and recall,
achieving balance between both metrics. It is especially valuable when precision
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and recall hold equal importance. The F1-score, as defined for the context of
multi-label classification, is as follows:

F1
exam(h) = 2 · Precisionexam(h) · Recallexam(h)

Precisionexam(h) + Recallexam(h)
(4.7)

It’s important to note that in multi-label classification, the objective isn’t solely to
maximize individual label predictions, but to enhance the prediction performance
across all labels for each instance. As a result, these adapted metrics offer a more
comprehensive view of a multi-label classifier’s performance.

Utilizing Confusion Matrices in Multi-Label Classification A confusion matrix is
essential for evaluating classifiers in multi-class tasks because it represents classifica-
tion overlaps clearly. However, in multi-label classification where each instance may
have multiple labels, a standard confusion matrix is not defined due to the variability
and complexity of label count. To address this challenge, we employ the multi-label
confusion matrix (MLCM) method detailed by M. Heydarian et al. [65]. This technique
provides a customized approach for visualizing classifier performance in multi-label
contexts. Our study simplifies matters by concentrating only on the relation key, ne-
glecting the subject and object keys, which inevitably results in an overestimation in the
confusion matrix. When used alongside metrics such as F1-score, precision, and recall,
this method generates a speedy and informative overview of the model’s performance,
pinpointing potential failure modes and effectively guiding further refinements.

35



5. Results

5.1. RQ1: Concepts and Entities for Data Model

In this section, we will examine the basic concepts and entities that must be integrated
into our data model to realize effective and personalized communication in geriatric
care. The primary results of this study will be documented here.

Achieving Personalized Communication in Elderly Care Driven by the goal of
effective customized communication in elderly care, the initial research question of this
thesis explores the fundamental concepts and entities necessary for personalization
and engagement. This inquiry is supported by two primary challenges: identifying
an appropriate dataset that captures the intricacies of personal relationships and
establishing communication guidelines that align with the distinct needs of the elderly.

Identification of Data and Communication Guidelines The first phase of the study
entailed a thorough assessment of the available literature and datasets with the objective
of identifying appropriate resources to construct a model of customized communication.
The DialogRE dataset [12], which contains personal relationships and entities discussed
in a conversation format, exhibited the potential to serve as an excellent point of
departure. This dataset, comprising dialogues from the TV series "Friends", partially
resembles the target distribution for our research by capturing the essence of personal
interactions within a narrative context, as depicted in the Figure 4.2.

Application of Kitwood’s Framework Tom Kitwood’s person-centered framework
provides a high-level lens for this research [43]. It emphasizes the fundamental need
for individuals, especially the elderly, to express their identity, relationships, and
competencies through dialogue. The framework outlines five psychological needs:
comfort, attachment, identity, occupation, and inclusion, depicted in the Figure 3.1.
These requirements served to streamline and prioritize the relationships and entities
within the DialogRE data set, aligning them to meet the particular needs of geriatric
care.

Mapping and Filtering of Data Model The mapping process comprehensively re-
viewed all relations in the DialogRE dataset to identify the five areas outlined by
Kitwood. By doing so, relevant relations were filtered and selected to facilitate the
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development of a comprehensive data model. The resulting data model establishes a
fundamental framework for upcoming experiments and applications in tailored elderly
care communication. It leverages the synergies between Kitwood’s framework and
the practical implementation of the DialogRE dataset. After filtering, our data model
contained 11 relationships, a significant reduction from the 36 relationships in DialogRE.
This allowed us to streamline our approach and implement a new strategy to improve
results in our experiments for PKG construction. The filtered data model can be seen
in Figure 4.3. Details on these experiments are provided in the following sections.

5.2. RQ2: Information Extraction Techniques

This section presents the key empirical findings of our thesis, specifically addressing
the effectiveness of extracting relational data from textual dialogues. We conducted
a comprehensive suite of 37 experiments, which covered three distinct tasks: RC, RI,
and RE. To accomplish this, we utilized various preprocessing techniques, including
standard filtering methods and our proprietary SlideFilter, which are explained in
detail in Section 4.5.2.

5.2.1. Methodological Ablation Studies

Experiment Overview Tables The tests are organized by task and presented in Tables
5.1, 5.2, and 5.3. We have curated a subset of the most significant experiments for an
in-depth analysis and provided their key performance metrics due to the extensive
nature of the tests. Each of these experiments was chosen based on a hypothesis. The
findings of one experiment led to new hypotheses, which were validated in the next
batch of experiments, as outlined in Section 4.1.

Waterfall Chart Analysis of Ablation Studies To assess the critical phases of our
research, we employed the macro F1-Score, which assesses precision and recall, taking
into account class imbalance. This metric is exhibited in the cascade diagrams of
Figures 5.1, 5.2, and 5.3. These diagrams are particularly informative as they present
our experiments in the form of an ablation study, with each step altering only one
parameter. Additionally, we have prepared three separate charts to align with the scope
of our research. These charts correspond to the main tasks of RC, RI, and RE, enabling
a focused comparison of model performances across these tasks.

Quantitative Experiment Breakdown For a detailed breakdown of the metrics, refer to
Tables 5.4 and 5.5. These tables offer a comprehensive view that goes beyond the Macro
F1-Score. Precision and Recall macro averages are provided for each label type: ’No
Relation,’ ’Null Relation,’ and ’All Other Relations.’ This selection of experiments has
undergone a thorough evaluation. In cases where a label is missing, as in experiment
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Table 5.1.: Comprehensive Experiments on RC: An overview of our sequential experi-
mentation starting from DialogRE replication, advanced preprocessing, and
model evaluation with BERT, LLaMA, and BART. Additionally, comparative
insights from ChatGPT are included. The emphasis is on the promising
performance of BERT and LLaMA.

Id
Detailed

Study
Description Model

e00 Reproduce DialogRE paper pipeline bert-tiny
e01b BERT Baseline Reproduction of DialogRE, w/o Per Label Metrics bert-base
e01 ✓ BERT Baseline Reproduction of DialogRE, w/ Per Label Metrics bert-base
e03 ✓ BERT ’No_Relation’ Comparison bert-base
e05 ✓ BERT Focus-Relations Assessment bert-base
e07 ✓ BERT Focus-Relations ’No_Relation’ Comparison bert-base
e04b ✓ GPT3.5 ’No_Relation’ Comparison gpt-3.5-turbo-0613
e02 ✓ LLaMA Comparison llama-7b-hf
e04 ✓ LLaMA ’No_Relation’ Comparison llama-7b-hf
e06 LLaMA Focus-Relations Comparison llama-7b-hf
e06b ✓ LLaMA Focus-Relations ’No_Relation’ Comparison llama-7b-hf
e07b BART ’No_Relation’ Comparison bart-large

Table 5.2.: Comprehensive Experiments on RI: This table presents the sequence of
experiments carried out to assess explicit RI in our pipeline. The process
involves a BERT-based pipeline for binary RI of a pre-processed dataset,
different preprocessing techniques for a three-label classification scheme, and
traditional XGBoost methods. We also conducted a comparative assessment
with the LLaMA model. Particularly encouraging results have been observed
using BERT and XGBoost approaches.

Id
Detailed

Study
Description Model

e08a ✓ Fine-tune BERT bert-base
e10a Assess Three Label Signal with BERT (no, with, and inverse relation) bert-base
e10b Assess Three Label Signal with BERT Undersampled bert-base
e10c Assess Three Label Signal with BERT Oversampled bert-base
e10d Assess Two Label Signal with BERT Oversampled bert-base
e09a ✓ Train XGBoost with Engineered Features xgboost
e09b ✓ Train XGBoost Undersampled (50/50 Split) xgboost
e10e Fine-tune LLaMA llama-7B-hf
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Table 5.3.: Comprehensive Experiments on RE: This table outlines our experience in
developing a reliable RE pipeline. We integrated various preprocessing tech-
niques such as adjusting null relation ratios, applying speaker and turn count
filters, using diverse data augmentation methods, and implementing our
unique SlideFilter approach. Additionally, we utilized several architectures
including BERT Ensemble, LLaMA, REBEL, and BART. Our evaluation also
includes a comparison with ChatGPT. Special attention is focused on the
most efficient settings that incorporate BERT Ensemble and LLaMA with the
SlideFilter enhancement.

Id
Detailed

Study
Description Model

e11 ✓ BERT Ensemble w/ Explicit RI ensemble-11cls
e12 ✓ BERT Ensemble w/ Implict RI ensemble-12cls-implitRelIdent
e13 ✓ LLaMA Comparison llama-7b-hf
e14 ✓ ChatGPT3.5 Comparison gpt-3.5-turbo-0613
e27 REBEL Comparison rebel-large
e17 BART Comparison bart-base
e21 BART Comparison w/o Null Relations bart-base
e22 BART Comparison w/o Null Relations bart-large
e24 BART Comparison with Null Relation Tweak bart-large
e19 BART Comparison with DDRel Augmentation w/o Data Shuffle bart-large
e20 BART Comparison with DDRel Augmentation bart-large
e25 LLaMA Comparison with Insufficient Null Relation Tweak llama-7B-hf
e26 LLaMA Comparison with w/ 2 Speaker Filter llama-7B-hf
e28 LLaMA Comparison with DDRel Augmentation llama-7B-hf
e29 LLaMA Comparison w/o Null Relations llama-7B-hf
e15 ✓ LLaMA with SlideFilter llama-7b-hf
e16 ✓ LLaMA w/ SlideFilter & Null Relation Tweak llama-7b-hf
e23 BERT Ensemble w/ SlideFilter & Null Relation Tweak ensemble-11cls
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BERT Baseline

BERT w/ 'No_Relation'

BERT Focus-Relations

BERT Focus-Relations
w/ 'No_Relation'

‘No relation‘ adds noise

Better balanced
labels improve results

Noise from ‘no relation‘ counteracts 
improvements of focus relations

GPT3.5 w/ 'No_Relation' 

Hallucinations and ambiguous 
labels undermine performance

BERT Finale01
BERT Baseline

Insights in blue

Figure 5.1.: BERT Model Performance in RC: This study presents the macro F1-scores for
BERT in different settings on the DialogRE dataset, indicating improvement
from the baseline to focused modifications and a comparative analysis with
ChatGPT. Blue annotations highlight the impact of label adjustments. The
refined BERT model performs similarly to the baseline, while also modeling
a distribution that aligns more closely with our target. This result validates
our iterative methodology. Note: Distinct test sets were created for each model
iteration to enable a thorough evaluation.

BERT Baseline
LLaMA Comparison

LLaMA w/ ’No Relation’
LLaMA Focus-Relations

w/ ‘No Relation’

LLaMA provides a
more balanced performance

‘No relation‘ adds noise LLaMA leverages
on focus relations

GPT3.5 w/ 'No_Relation' 

Hallucinations and ambiguous 
labels undermine performance

Figure 5.2.: LLaMA Model Performance in RC: The bar chart compares the macro
F1-scores of LLaMA, BERT, and GPT-3.5 with various configurations on
the DialogRE dataset. It illustrates LLaMA’s improved performance by
removing ’No Relation’ and its balanced approach compared to GPT-3.5’s
reduced capability. Notably, the final iteration of LLaMA shows a significant
advancement, underscoring its effectiveness for RE duties. Note: Distinct
test sets were created for each model iteration to enable a thorough evaluation.
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Insights in blue

BERT ensemble-11cls
Explicit Rel. Identification

BERT ensemble-12cls
Implicit Rel. Identification

LLaMA Comparison
GPT3.5 Comparison

LLaMA w/ SlideFilter

LLaMA w/ SlideFilter
& Null Relation Tweak

Hallucinations undermine 
performance

Lack of baseline force our starting 
point as ensemble with SpaCy, 

XGBoost and BERT

‘No Relation’ as a label predicted 
by BERT yields better results, but 

also bias results

LLaMA has better results for 
labels less labels (overfits) but 

does not model ‘no relation’

Much more balanced results, but 
‘null relation’ is still not modeled

Most balanced label performance, 
but ‘null relation’ adds noise

LLaMA Final

Figure 5.3.: Ensemble and LLaMA Performance in RE: This chart depicts the macro
F1-scores of BERT ensemble and LLaMA models on the DialogRE dataset.
LLaMA improves upon starting points with BERT ensemble benchmarks
despite the issue of overfitting. It is worth noting that GPT-3.5 has problems
with hallucination. LLaMA’s and SlideFilter’s integration demonstrates
optimized performance, culminating in an ultimate model that emphasizes
the synergy of their combined capabilities for RE tasks. Note: Distinct test
sets were created for each model iteration to enable a thorough evaluation.

Table 5.4.: Experiment Results for RC
Id Model Dataset Macro Average No Relation Others (Avg.)

P R F1 P R F1 P R F1
e01 bert-base dialog-re-llama-37cls (baseline) 49% 43% 42% 49% 43% 42%
e03 bert-base dialog-re-37cls-with-no-relation-undersampled 36% 35% 34% 47% 56% 51% 36% 34% 33%
e05 bert-base dialog-re-11cls 47% 55% 49% 47% 55% 49%
e07 bert-base dialog-re-12cls-with-no-relation-undersampled 43% 43% 41% 33% 85% 47% 44% 40% 41%
e02 llama-7B-hf dialog-re-llama-37cls-clsTskOnl-instrB-shfflDt 64% 56% 56% 64% 56% 56%
e04 llama-7B-hf dialog-re-37cls-with-no-relation-undersampled-llama-clsTskOnl 68% 49% 53% 48% 76% 59% 68% 48% 53%
e06b llama-7B-hf dialog-re-12cls-with-no-relation-undersampled-llama-clsTskOnl 55% 50% 49% 65% 25% 37% 64% 61% 60%
e04b gpt-3.5-turbo dialog-re-37cls-with-no-relation-undersampled-llama-clsTskOnl 25% 28% 22% 36% 18% 24% 25% 28% 22%

e01, the related metric fields are purposefully left blank. It’s essential to differentiate
between ’No Relation,’ which implies the absence of a connection between two entities,
and ’Null Relation,’ which indicates that a dialogue doesn’t have any relations at all.
This subtle difference is crucial for accurately interpreting the information presented in
the tables.

5.2.2. Strategic Enhancements and Visualized Outcomes

Comparative RI Results In our investigation of model ensembles for determining
relations, we first considered that RE’s complexity, especially with the inclusion of a
’no’ relation, was excessively high, as demonstrated by the noise outlined in Table 5.1.
However, subsequent discoveries revealed that implicit RI surpassed explicit techniques
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Table 5.5.: Experiment Results for RE
Id Model Dataset Macro Average Null Relation Others (Avg.)

P R F1 P R F1 P R F1
e11 ensemble-11cls dialog-re-12cls-with-no-relation-undersampled-llama 9% 5% 6% 12% 23% 16% 13% 10% 7%
e12 ensemble-12cls-implicitRelIdent dialog-re-12cls-with-no-relation-undersampled-llama 9% 26% 11% 63% 45% 52% 3% 32% 5%
e13 llama-7B-hf dialog-re-12cls-with-no-relation-undersampled-llama 12% 13% 12% 0% 0% 0% 25% 20% 20%
e14 gpt-3.5-turbo dialog-re-12cls-with-no-relation-undersampled-llama 3% 2% 3% 5% 60% 8% 6% 5% 4%
e15 llama-7B-hf dialog-re-llama-11cls-rebalPairs-rwrtKeys-instrC-mxTrnCp3-skpTps 20% 21% 20% 0% 0% 0% 26% 37% 27%
e16 llama-7B-hf dialog-re-11cls-llama-rebalPairs6x-rwrtKeys-instrC-mxTrnCp3-shfflDt-skpTps 14% 15% 14% 15% 80% 25% 23% 16% 16%

in performance. Despite this, it is advantageous to present our approach to RI here.
Figure 5.4 shows that XGBoost outperforms BERT in this context, offering two main
benefits: reduced complexity and improved performance. This improvement is mainly
due to the inclusion of the minimum word distance feature, which, although simple,
has a significant impact on the model’s effectiveness. They reflect the experiments e08
and e09.

Figure 5.4.: Comparative Analysis of BERT and XGBoost on RI: The presented graphs
depict epoch-by-epoch performance evaluations of models trained to iden-
tify relationships within dialogues (experiments e08 and e09). The F1 score
graph on the left serves as a reference for the BERT model’s performance
with 36 classes, compared to its binary classification (2 classes) performance
with and without word distance features. The XGBoost models show signif-
icant improvement in their F1 score when enhanced with word distance and
TFIDF dialogue features, evenly classifying related and unrelated pairs. Ad-
ditionally, the loss and evaluation loss graphs (center and right) showcase
the better training stability and efficiency of XGBoost over BERT, featuring
a notable reduction in loss metrics. The selection of XGBoost was confirmed
not only for its reduced complexity and computational expenses but also
for its better per-label metrics. Thus, it is the favored model for this binary
classification job.

Efficiency Analysis of SlideFilter Augmentation Figure 5.5 presents the efficacy
of the SlideFilter Augmentation technique. It shows the impact of optimizing the
window size hyperparameter (mxTrnCnt). The Token Count histogram illustrates this
optimization, displaying a significant shift in the distribution towards the lower range
after applying SlideFilter. This reduces variance and trims extended dialogues into
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more manageable segments. By comparison, the utilization of SlideFilter produces a
more focused distribution of dialogue lengths. This suggests reduced variability among
the conversations. To validate this assumption, we examined the model’s performance
using a bar chart. It became evident that setting a maximum turn count of 3 during
hyperparameter tuning resulted in the most substantial boost to the F1 Score. This
outcome highlights the crucial role of SlideFilter in improving the accuracy of the
model.

Train Set Size

None

3

10

15.8% 
(21,5%)

30,5% 
(30,5%)

24,9% 
(17.5%)

Input + Output Token Count Distribution F1 ScoreTurn Count Cap

Figure 5.5.: SlideFilter Augmentation’s Impact on Model Metrics and Distribution:
The histograms display the distribution of input and output token counts
across datasets without a turn count limit, with a limit of 3, and a limit of
10. By incorporating SlideFilter Augmentation, which segments lengthy
dialogues into shorter sequences, we observed a broader distribution within
the token count limits (512, 1024). The training set size was significantly
increased through this method, as demonstrated in the central bar graph,
which corresponds to the F1 score enhancements depicted on the right. By
extending the maximum token length of the model, more detailed dialogue
features were revealed, resulting in an improved model performance. Note:
Metrics for the mxTrnCp3 dataset are presented, along with their initial
distribution in brackets.

Visualized Confusion Matrices Our experimental performance can be better under-
stood through the use of confusion matrices, as shown in Figures 5.6 and 5.7 for RC;
and 5.8 for RE. We have utilized these matrices to gain further insight into the results
of our experiments. These figures plot the predicted and actual labels, providing a
clear overview for single label classification and multi-label extraction scenarios. It is
worth noting that in multi-label instances, where traditional confusion matrices are not
applicable, we utilize the methodology proposed by Heydarian et al. [65], as detailed
in Section 4.6. The differences in the quantity and layout of labels are a result of the
distinct scopes and training datasets of each model, which influence the labels they are
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trained and assessed upon.

5.2.3. Evolution of Prompt Design

In this subsection, we present our findings on prompt design for RC and RE.

Foundational One-Shot Template Our exploration of prompt engineering com-
menced with the fundamental one-shot template shown in Figure 5.9. This template
played a crucial role in establishing the framework for extracting relationships by utiliz-
ing dynamic placeholders to accurately represent entities and their associations within
dialogues using a instruction-based approach with OpenAI’s ChatGPT. The utilization
of this framework denotes our initial endeavor in exploiting the potential of conversa-
tional AI when interacting with elderly patients, which establishes a foundation for
more focused advancements.

Optimized Extraction and Comparative Analysis The initial experiments provided
insights that led to the development of a more precise and efficient entity-RE prompt.
The new prompt, depicted in Figure 5.11, was created to fulfill the specific needs
of LLaMA, which is a less complex model than ChatGPT. Concurrently, Figure 5.10
emerged as a critical tool for benchmarking our model against the LLaMA framework,
following the standards outlined in the DialogRE paper. This comparative analysis was
essential in validating our model’s performance and guiding subsequent refinements,
ensuring that our approach remained congruent with the latest advancements in the
field. Leveraging fine-tuning in our methodology eradicates the need for one-shot
examples while preserving model performance, as supported by Wei et al. [55].

5.3. RQ3: Preliminary Exploration of Knowledge Integration

This section explores the concept of knowledge integration, which was only briefly
mentioned in this thesis due to its primary focus on RE tasks. The insights presented
derive from our prototype system that combines the capabilities of ChatGPT and a
Neo4j database, as referenced in Section 1.1. We present a qualitative summary of
our observations below. Our prototype employed ChatGPT to identify relationships
which were structured into a Neo4j database graph. This graph, representing the bot’s
memory, enabled the generation of customized follow-up questions.

Memory Recall Implementation Follow-up message generation relied on a simple
graph search algorithm. The relationships analyzed by ChatGPT aided entity selection
for queries with precision. To search for subgraphs showing connections between an
entity and the user, we randomly selected a relation and incorporated it. To avoid cyclic
paths, we restricted the search to subgraphs with a limited number of entities. The
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(a) e01 BERT Baseline (b) e03 BERT w/ ’No_Relation’

(c) e05 BERT Focus-Rels (d) e07 BERT Focus-Rels w/ ’No_Relation’

Figure 5.6.: Comparative Analysis of BERT’s RC across Various Pre-processing Tech-
niques: While the matrices demonstrate BERT’s potential, they also indicate
the need for a more nuanced architecture to improve classification accuracy.

(a) Experiment e01 presents baseline BERT model with a robust RC with a
distinctive diagonal pattern, indicating good performance.

(b) Experiment e03 showcases the inclusion of the ’No Relation’ label and
causes noteworthy classification diffusion, particularly in the rightmost
column of the matrix, indicating increased noise.

(c) Experiment e05 narrows down to focus relations, showing a strong
diagonal, but also highlighting the model’s limitations with certain classes,
as seen by the near-black diagonal entries, indicating labels with almost
zero performance.

(d) Experiment e07, which adds ’No Relation’ to the focused relations,
further exacerbates these classification challenges.
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(a) e02 LLaMA (b) e04 LLaMA w/ ’No_Relation’

(c) e06b LLaMA Focus-Rels w/ ’No_Rel.’ (d) e04b ChatGPT3.5 w/ ’No_Relation’

Figure 5.7.: Comparative Analysis of LLMs’ RC across Various Pre-processing Tech-
niques: This demonstrates how LLMs outperform BERT in general, and
how fine-tuning greatly enhances performance.

(a) Experiment e02 uses LLaMA with the original DialogRE dataset, demon-
strating a strong diagonal pattern indicative of high accuracy in RC and
superior performance to BERT, as referenced in Figure 5.6(a).

(b) Experiment e04 introduces the ’No Relation’ label with LLaMA, main-
taining a clear diagonal and effectively managing noise, showing improved
outcomes over BERT, seen in Figure 5.6(b).

(c) Experiment e06b highlights LLaMA’s focused relationships, achieving
extensive classification without any zero-performance instances, thus out-
performing the focused relationships of BERT in Figure 5.6(d).

(d) In contrast, Experiment e04b features ChatGPT-3.5-Turbo with ’No
Relation’, which displays a reduced diagonal intensity and overall lower
performance compared to LLaMA, underscoring the importance of fine-
tuning.
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(a) e11 BERT ensemble-11cls (b) e12 BERT ensemble-12cls-implIdent

(c) e13 LLaMA (d) e14 ChatGPT-3.5

(e) e15 LLaMA SlideFilter (f) e16 LLaMA SlideFilter NullRel Tweak

Figure 5.8.: Confusion Matrices for RE across Experimented Architectures and Pre-
processing Techniques: This matrix array displays the results of various
models and techniques, where LLaMA, using the SlideFilter and null
relation tweak (e16), is the most promising architecture. The robust diagonal
and fewer misclassifications demonstrate its superiority. However, some
labels, such as "acquaintance," show no performance, indicating a need
for further investigation. Note that the presented values are normalized
for comparison. However, it is crucial to note that these analyses utilize
Heydarian’s Multi-Label Confusion Matrix (MLCM) methodology [65].
Additionally, reducing each triple to its relation label may lead to an
overestimation similar to a label co-occurrence matrix, potentially affecting
the clarity of model performance distinctions.
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Extract personal relevant entities, and their relations. Return only the jsonl
format list.

Ontology:
- relations: {{"acquaintance", "children", "other_family", "parents", "siblings",
"spouse", "place_of_residence", "visited_place", "pet", "residents_of_place",
"visitors_of_place"}}
- types: {{"ORG", "GPE", "PERSON", "DATE", "EVENT", "ANIMAL"}}

Input:
(
"User: My daughter, Emma, recently moved to London.",
"Agent: That’s exciting! Does she like it there?",
"User: Yes, she loves it! She even adopted a cat named Whiskers.",
)

Output:
[

{{"x": "User", "x_type": "PERSON", "y": "Emma", "y_type": "PERSON", "r": "children"}},
{{"x": "Emma", "x_type": "PERSON", "y": "London", "y_type": "GPE", "r": "place_of_residence"}},
{{"x": "London", "x_type": "GPE", "y": "Emma", "y_type": "PERSON", "r": "residents_of_place"}},
{{"x": "Emma", "x_type": "PERSON", "y": "Whiskers", "y_type": "ANIMAL", "r": "pet"}},
{{"x": "Whiskers", "x_type": "ANIMAL", "y": "Emma", "y_type": "PERSON", "r": "pet"}},

]

Input:
{input_dialogue}

Output:

Figure 5.9.: One-Shot RE Prompt Template: This template represents our preliminary
endeavor in RE tasks utilizing the ChatGPT model. Variables are denoted
in blue as a reflection of their dynamic nature. In the earlier versions of
this prompt, we used "x" and "y" as subject and object keys, respectively,
following the DialogRE schema. We have since switched to using "subject"
and "object" due to better empirical results.
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Pick one ontology label describing the subject-object link. Only the label.

Ontology:
- Relations: ("acquaintance", "age", "alternate_names", "alumni",
"births_in_place", "boss", "children", "client", "date_of_birth", "dates", "em-
ployee_or_member_of", "employees_or_members", "friends", "girl/boyfriend",
"major", "negative_impression", "neighbor", "origin", "other_family",
"parents", "pet", "place_of_birth", "place_of_residence", "place_of_work",
"positive_impression", "residents_of_place", "roommate", "schools_attended",
"siblings", "spouse", "students", "subordinate", "title", "unanswerable", "vis-
ited_place", "visitors_of_place", "works")

Input Dialogue: {input_dialogue}

Subject: {input_subject}
Object: {input_object}
Relation:

Figure 5.10.: Optimized Prompt Template for RC: This template was crucial in com-
paring the performance of the LLaMA model to other RC frameworks
like BERT and XGBoost. Dynamic variables within the template are in
blue. This prompt configuration was identified as the most accurate after
extensive experimentation.

Extract entities and relations from the dialogue. Return a Python list of JSON
objects, each fitting this schema:

{
"subject": "<Entity>",
"relation": "<RELATION_TYPES>",
"object": "<Related Entity>"

}

No additional text or explanations. Return an empty list if no relevant entities
or relations are found. Stick to the provided relations. You are like an API, you
don’t speak you only return JSON objects. Dialogue: {input_dialogue}

Figure 5.11.: Streamlined Entity-RE Prompt Template: This template is essential for en-
hancing RE tasks utilizing the LLaMA model. Variables are marked in blue,
representing their dynamic nature. Extensive testing has demonstrated
this format to produce the highest performance. Note: RELATION_TYPES
is a placeholder for a string of all possible relationships separated by a
slash, such as ’siblings/spouse’.
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conversation segments that led to the deduction of these connections were extracted
and subsequently employed to create follow-up questions informed by memory.

Generating Personalized Responses With our dual representation of memory, as
subgraphs of relation triplets and associated dialogue turns, we have the ability to
proactively construct follow-up questions. We have developed the optimal prompt tem-
plate, as shown in Figure 5.12, based on our proof of concept. Although this approach
is effective for ChatGPT, it may require alternative adaptations for deployment with
smaller models. Beyond the custom follow-up inquiries, our system is programmed to
engage with users in a cordial and lighthearted manner utilizing the prompt template
showcased in Figure 5.13.

5.4. RQ4: Evaluation Methodologies

This section details the evaluation methodologies employed in this thesis, offering
insights into their relevance and effectiveness in our research scope. Evaluation is
critical to the development and refinement of dialogue systems, with a traditional
emphasis on human-centered assessments such as surveys and user feedback. These
methods can be resource-intensive in terms of time and cost, as highlighted by Deriu
et al. [13]. Thus, our evaluation strategies for RE in this thesis were designed with
efficiency in mind.

Our Choice for Classification Metrics We prioritized metrics for classification that
assess the reconstruction accuracy of relation triples, as explained in Section 4.6. This
decision aligns with our goal of enhancing the precision of RE in dialogue systems.
The current results of our system, which is in the developmental stage rather than
production-ready, justify our use of these classification metrics. They provide a practical
and efficient method of measuring progress and identifying areas for improvement.
As the system evolves and potentially reaches a suitable stage for deployment, we
can reevaluate and expand upon these metrics. Further discussion of the results’
implications and directions for system improvement will be explored in the subsequent
discussion section.
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You’re an AI named {bot_name}, focused on engaging in friendly, lighthearted
conversations. Your task is to create a follow-up question, based on the input
knowledge of the user, named {user_name}. {user_name} is an elderly person.

Input (Topic: places):
[{ "subject": "Bob", "relation": "visited_place", "object": "Stuttgart" }]

{
’{bot_name}: Hello, Bob, it’s {bot_name} here! Can we talk now? Tell me about
a cherished memory of yours. I’d love to hear it!’,
’Bob: I loved this time I went to Stuttgart.’,
}

Output:
{bot_name}: Hi, Bob, it’s {bot_name} again! Can we chat? I was thinking about
when you told me about Stuttgart. Tell me more!

Input (Topic: {topic}):
{relation_list}
{chat_history}

Create a follow-up question for the example below. Keep it concise
up to 20 words. You MUST ASK if the user has time to chat. Be very specific
with the information in the input. Make a statement while mentioning the info
in the input.

Output:
{bot_name}:

Figure 5.12.: Enhanced Prompt Template for Memory-Based Follow-Up Questions: This
template was developed to generate context-aware follow-up questions
and demonstrated effective use of prompt engineering during our proof
of concept phase. To utilize the AI bot’s memory for creating more
personalized interactions, we integrated OpenAI’s ChatGPT with a Neo4j
Database. In blue are the variables to fill upon every new inference step.
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You’re an AI named {bot_name}, focused on engaging in friendly, lighthearted
conversations.

For example:

# Chat 1 (user wants to talk)
{bot_name}: Hi, {user_name}, it’s {bot_name} again! Can we chat? I want to
know if your back is better.
{user_name}: I still feel pain, even though Phillip applied some pain cream.
{bot_name}: I’m sorry you’re still in pain. But I’m sure it will get better. Who’s
Phillip, if I may ask?
{user_name}: Thanks. He’s my husband.
{bot_name}: That is great! How long have you been together?

# Chat 2 (user does not want to talk)
{bot_name}: Hi, {user_name}, it’s {bot_name} again! Can you talk now? I
wanted to know how your back is doing.
{user_name}: No...
{bot_name}: No worries! I hope your back improves soon. I’m here when
needed.

# Chat 3 (user does not understand message)
{bot_name}: Hi, {user_name}, it’s {bot_name} again! Can you talk now? I
wanted to know how your back is doing.
{user_name}: What? Who are you? Why are you asking me that?
{bot_name}: I’m {bot_name}, designed to track your health. Sharing more about
you helps us boost your well-being together!

Keep is as brief as you can, always try to reply with up to 20 words.

Remember, your priority is to know who mentioned people are first.

Try ask about the last mentioned entity or person by the user, {user_name}.

Say the user name, {user_name}, often.

Figure 5.13.: Preliminary One-Shot Response Generation Template: This template aims
to guide structured conversations between our agent and an elderly patient
and to integrate historical dialogue into the ChatGPT API call’s system
message. Such integration ensures that responses comply with the estab-
lished conversation guidelines based on either customized follow-ups or a
predetermined set of conversation starters. In blue are the variables to fill
upon every new inference step.
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This chapter presents a thorough analysis of the study’s findings. To ensure coherence
and ease of understanding, the structure of this discussion mirrors that of the Results
chapter (refer to Chapter 5).

6.1. RQ1: Concepts and Entities for Data Model

This section focuses on the insights gained regarding our data model, which were
originally presented in Section 5.1. We will critically evaluate these findings, considering
their implications and potential applications.

Interpretation and Impact of Streamlined Data Analysis The significant decrease
in the number of relationships observed in the DialogRE dataset, which was reduced
from 36 to 11, is a vital step towards streamlining data analysis for geriatric care
communication. Guided by Kitwood’s framework, this filtration process not only made
analysis more manageable, but also enhanced the importance and specificity of the
relationships within the context of elderly care. Consequently, this method improves
the relationship metrics, which ensures a more focused and efficient analysis, as will be
further discussed in following subsections.

Limitations of the Dataset and Its Implications One significant limitation of this
study is the use of the DialogRE dataset, which originates from the TV show "Friends."
While this dataset offers a formatted structure for dialogue relationships, it varies from
the intended distribution of dialogues within the geriatric care setting. The humorous
and occasionally senseless quality of these dialogues presents a difficulty in obtaining
pertinent and contextually suitable relationships for elderly care. Furthermore, most
conversations involve more than two participants, further deviating from our target
distribution. This discrepancy emphasizes the necessity for a dataset that is more
accurately aligned with the communication dynamics of geriatric care.

Practical Implications in Geriatric Care Despite its limitations, the filtered data model
may provide significant implications for geriatric care. By organizing information in
a structured format, it enables the development of customized interactions based on
specific user relationships, including spouse, sibling, or pet. This approach permits a
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controlled manner to personalize conversations with elderly individuals, enhancing the
overall quality of care and interaction.

Comparison with Existing Literature The lack of prior literature that integrates
Kitwood’s psychological needs framework with computational data models presents a
challenge when assessing the results of this study. Nonetheless, this underscores the
novelty and possible impact of this research in geriatric care, paving the way for more
comprehensive and data-driven investigations in this field.

Nonsensical Example

Speaker 1: Thank you. So what does this Bob guy
look like? Is he tall? Short?

Speaker 2: Yep.

Speaker 1: Which?

Speaker 2: Which what?

Speaker 1: You’ve never met Bob, have you?

Speaker 2: No, but he’s...

Speaker 1: Oh my god, Joey, for all we know this
guy could be horribly...

Speaker 3: Hey, Joey.

Speaker 2: ...horribly attractive. I’ll be shutting up
now

Figure 6.1.: An example conversation illustrates how DialogRE deviates from our de-
sired distribution. While it may be appropriate for a TV show, it lacks
context without accompanying footage and is not representative of our
intended geriatric communication target distribution.
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Future Research Directions Further research could explore alternative strategies to
augment the dataset following Kitwood’s framework or other pertinent psychological
theories. Time constraints prohibited an investigation of these aspects in this thesis,
but they offer promising avenues for boosting the model’s usefulness and efficacy in
personalized communication for elderly care.

The integration of Kitwood’s framework with the DialogRE dataset represents a im-
portant advancement in the merging of psychological requirements and computational
dialogue analysis for the elderly care sector. Despite limitations posed by the dataset
utilized, this study establishes a basis for prospective research endeavors in this domain,
potentially culminating in more refined and compassionate communication approaches
in geriatric care.

6.2. RQ2: Information Extraction Techniques

6.2.1. Methodological Ablation Studies

Experiment Overview Tables As depicted in tables 5.1, 5.2 and 5.3, the thesis began
with an investigation into RC, starting with replicating the DialogRE paper utilizing
BERT-Tiny and BERT-Base models. This crucial foundational step established a baseline
and integrated necessary components into the training pipeline, including per-label
metrics. The addition of the ’no relation’ label proved to be a crucial expansion, which
brought the model closer to real-world situations but also introduced expected inac-
curacies into the prediction. This initial phase brought to light the model’s inherent
tendency to favor certain labels, an essential aspect that requires further examination.
The research was conducted with an objective approach, employing various architec-
tures, including BERT, BART, and LLaMA, along with diverse preprocessing techniques,
such as oversampling, undersampling, filtering, and feature engineering. This iterative
process highlighted the importance of methodology. The study found that BERT and
LLaMA were particularly effective, with LLaMA showing promising results in RE.

The experiments revealed a nuanced understanding of RE, specifically in personal
relationships within elderly care. Through exploring various models and preprocessing
methods, the study provided insights into the advantages and disadvantages of each
approach. For example, LLaMA demonstrated enhanced performance, while the use
of BERT facilitated a connection to existing literature, although with relatively worse
results. The study also revealed a significant challenge presented by the limited dataset,
which seemed to lack a strong signal for the intended tasks.

The outcomes of this thesis establish a foundation for forthcoming research, primarily
in the territory of data amplification and tailored dataset annotation. The application
of the SlideFilter approach for data amplification materialized as a promising tactic,
proposing the possibility for more targeted datasets in the future. We also contributed to
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prompt engineering, if the strategy of LLMs is still to be explored in the future. Further
studies should focus on developing datasets that reflect the target distribution within
the elderly care domain, thereby improving the model’s applicability and accuracy.
Moreover, refining the balance of the ’no relation’ count and exploring additional
models could yield valuable insights. The conclusion of this thesis asserts that although
noteworthy progress has been achieved, there is still considerable room for further
exploration and enhancement in the realm of AI-powered RE for elderly care.

Waterfall Chart Analysis of Ablation Studies In our ablation studies, we utilized a
waterfall chart format to present the macro F1 scores, providing a visual comparison of
each model’s performance across stages (see figures 5.1, 5.2, and 5.3). Our exploration
began with RC, utilizing BERT and LLaMA as our primary models. BERT fine-tuned on
DialogRE performed as a baseline, setting the standard for subsequent enhancements.
The implementation of the ’no relation’ label, while aiming to align the model with real-
world situations, resulted in added noise that negatively impacted the accuracy of the
model. It was observed that despite these challenges, BERT’s fine-tuned performance
exceeded that of ChatGPT 3.5 Turbo by a considerable margin, as shown in Figure 5.1.
This could be attributed to the latter’s tendency towards hallucinations and ambiguities
within the given dataset.

Shifting attention to LLaMA, a noteworthy performance improvement was observed
compared to BERT in Figure 5.2. This improvement emphasizes the efficiency of LLaMA
in extracting and labeling relational data. However, similar to BERT, the addition of
the ’no relation’ label resulted in a dip in performance. Nonetheless, LLaMA remained
ahead of ChatGPT by a significant margin. This comparative analysis highlights the
robustness of LLaMA in RC, despite the challenges posed by more complex label
structures.

Our study’s critical phase was marked by an ensemble approach, which combined
BERT and LLaMA, as presented in Figure 5.3. We went beyond the scope of DialogRE
and developed a novel approach to explicit RI by using spaCy, XGBoost, and BERT
to classify 11 potential labels, i.e., solving the broader RE task. Our study uncovered
a complex interplay between explicit and implicit RI approaches. While avoiding
XGBoost, the implicit method delivered marginally better results. However, it is
noteworthy that the LLaMA model has a tendency to overfit in RE tasks, which is
different from its behavior in RC. This overfitting poses a significant challenge when
working with a small number of examples as it results in inaccuracies in classifying
instances where no relation exists. Despite this limitation, our BERT-ensemble and
LLaMA architectures consistently outperform ChatGPT. This superiority, however, was
limited by the relatively modest overall results attained by both models.

The implementation of the SlideFilter technique was a significant improvement,
particularly in balancing the dataset and enhancing overall performance. However,
there is still a persistent issue in accurately predicting ’no relation’ labels that needs
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further refinement. Our experiments with LLaMA have shown promising avenues
for future research, particularly in the context of a more evenly distributed dialogue
turn and fewer relations. These findings highlight the potential of custom datasets
and tailored models to improve AI-driven RE, particularly in the field of elderly care.
In summary, our research not only enhances comprehension of RE methods but also
establishes a foundation for future advancements in the field.

Quantitative Experiment Breakdown The results from tables 5.4 and 5.5 illustrate
distinct behaviors in the performance of models on RC and Extraction. In RC, LLaMA’s
macro average F1 score of 49% (e06b) reflects an 8 percentage point improvement over
BERT (e07), indicating LLaMA’s effectiveness in relation modeling post-fine-tuning.
However, the results also reveal a challenge common to both LLaMA and ChatGPT in
the RE task, particularly in experiments e14 and e16, where both models exhibit high
recall but low precision for the ’no relation’ classification.

This set of findings emphasizes the nuanced balance required when fine-tuning LLMs
to predict ’no relation’ instances. Our efforts to adjust the threshold for ’no relation’
classifications expose significant sensitivity, causing the models to often alternate be-
tween underpredicting and overpredicting ’no relation’. This sensitivity indicates that
LLMs may tend towards one extreme or another: failing to recognize instances of ’no
relation’ which leads to a high rate of false negatives, or frequently predicting ’no rela-
tion’ resulting in an abundance of false positives. Achieving an optimal threshold that
attains a precise balance poses a nuanced challenge that demands careful consideration
to prevent compromising model precision.

The observation has two-fold implications. First, the data implies that the ’no relation’
category is inherently complex and noisy, which presents a significant challenge for
LLMs that aim to make precise predictions. Second, it raises concerns about the LLMs’
appropriateness for tasks that require high precision in RE. While the use of fine-
tuning has demonstrated improvement in overall performance, the persistent problem
of high recall but low precision highlights the need for the model’s approach to ’no
relation’ occurrences to be recalibrated. Future research could consider implementing
sophisticated methods, including cost-sensitive learning or negative sampling, to
enhance the predictive performance of the models. It is essential to determine whether
this pattern is an attribute of the model’s design or a manifestation of the intrinsic noise
in the ’no relation’ class, which is vital for the progress of LLMs in real-world scenarios
that depend on accurate RE.

6.2.2. Strategic Enhancements and Visualized Outcomes

Comparative RI Results Investigating different methods for identifying relations has
shown that an implicit approach (e12), incorporating a ’no relation’ class in BERT’s
RC, performs better than explicit approaches (e11) that require a BERT ensemble in
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combination with XGBoost as illustrated in Figure 5.3. This finding was surprising
because we had expected the ensemble method to enhance our feature engineering
capabilities, which we utilized with XGBoost. Interestingly, XGBoost achieved similar
results to BERT while using engineered features for RI, contradicting the assumption
that BERT’s contextual understanding would lead to superior outcomes as shown in
Figure 5.4. This performance parity suggests that the classification of ’no relation’ may
contain intrinsic noise, emphasizing the need for careful feature selection and model
training to increase the signal-to-noise ratio in relation recognition tasks. This issue
could be tackled in future research.

Efficiency Analysis of SlideFilter Augmentation The SlideFilter augmentation greatly
improved the model’s ability to extract relationships. This increase is verified by
a boost of 11% in F1 scores, rising from 21.5% to 30.5%, when comparing the 3
Turn Cap SliderFilter against its absence. The impact is illustrated in figure 5.5.
The token distribution across inputs and outputs was narrowed using this approach,
resulting in a more consistent dataset that more closely adhered to the model’s length
limitations. Limiting dialogue samples to three turns streamlined the learning process
and enhanced the interpretability of data, revealing a correlation between sample
simplicity and ease of understanding. The SlideFilter’s ability to reduce complexity
presents a compelling avenue for future research, making it a notable advancement in
our methodology. Further studies should encompass human evaluation to verify the
efficacy of the SlideFilter, particularly in detecting relationships lacking explicit entity
mentions and covering prolonged discussions, which our method can not handle. By
scrutinizing these aspects, we can enhance our approach to ensuring extensive RE that
accommodates a broader range of conversational contexts.

Visualized Confusion Matrices

RC The confusion matrices in Figures 5.6 and 5.7 provide informative per-label
metrics for several experiments in our RC system. It is worth noting that the inclusion
of the ’no relation’ label introduces noise, as demonstrated by the considerable misclas-
sifications appearing in the ’no relation’ column (experiments e01 vs e03, e05 vs e07,
and e02 vs e04) . The high prominence of this column within the matrices implies a
significant number of misclassifications of other labels as ’no relation’, which aligns
with our expectation of increased noise.

The strength and prominence of the diagonal in these matrices are indicative of the
system’s performance - the stronger and more prominent the diagonal, the better the
system performs. Ideally, the matrices should exhibit high values along the diagonal
signifying correct classifications and low values elsewhere. Certain labels, such as
’acquaintance’, ’place of residence’, and ’visited place’, are particularly challenging to
model, as depicted in Figure 6.2. Experiment e05 highlights this difficulty, as these
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labels are scarcely represented even when analysing BERT with Focus Relations only.
The inclusion of ’no relation’ only exacerbates the confusion (e07).

Speaker 1: Thanks, Mon.

Speaker 2: Well, of course.

Speaker 4: Do you want to go out on a date with
her?

Ground Truth:

[ {"subject": "Speaker 1", "relation": "acquaintance", "object": "Speaker 2"} ]

Figure 6.2.: Example dialogue illustrating the complexity of identifying the ’acquain-
tance’ label. The interaction between Speaker 1 and Speaker 2 could easily
be misinterpreted since it lacks context, highlighting the challenges of accu-
rately classifying relational contexts.

By contrast, in Experiment e06b with LLaMA trained on focused relations, the diago-
nal appears more robust, suggesting a more balanced classification across labels, despite
notable errors. This suggests that LLaMA may offer a more equitable distribution of
attention across labels that BERT may overlook. Nonetheless, labeling issues persist,
particularly with the ’acquaintance’ label, frequently confused with ’family’, ’parents’,
and ’siblings’ even under LLaMA’s classification. Interestingly, ChatGPT demonstrates
reasonable performance even without fine-tuning. Finally, there are a few confabulated
labels, as shown in the word clouds of Figure 6.3. It is important to acknowledge that
this analysis may be biased because of the absence of labels beyond our predetermined
ontology.

RE When examining Figure 5.8 regarding RE, it is important to exercise caution
when interpreting the confusion matrices. The matrices concentrate mainly on relation
labels, disregarding the subjects and objects of the triplets. As a result, they function
more as label co-occurrence matrices than as precise performance indicators. For
BERT models e11 and e12, it is noted that the implementation of an implicit RI
technique results in an increase in diagonal strength, indicating better extraction
performance. Conversely, with ChatGPT (e14), the diagonal becomes sparser and
suggests a decrease in performance, despite a seemingly strong diagonal. The scarcity
is especially noticeable in labels such as ’spouse’, ’visited_place’, and ’visitors_of_place’
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(a) e02 LLaMA (b) e04 LLaMA w/ ’No_Rel.’

(c) e06b LLaMA Focus-Rels w/ ’No_Rel.’ (d) e04b ChatGPT3.5 w/ ’No_Relation’

Figure 6.3.: Word Clouds for RC: Red labels indicate confabulations.

with LLaMA (e13), which have high scores but also significant misclassifications. This
pattern, likely attributable to LLaMA’s skilled handling of wider contexts, results in
similar misclassifications in other labels.

ChatGPT demonstrates a strong diagonal trend in e14, but this is offset by a notable
occurrence of hallucinations, as evidenced in the accompanying word clouds of Figure
6.5. Additionally, the use of the ’acquaintance’ label presents inconsistencies, as it is
distributed among various focus labels. The LLaMA with SlideFilter (e15) encounters
challenges in accurately modeling ’no relation’ and produces a convoluted portrayal
of the ’siblings’ label despite its data simplification efforts, revealing the limitations
of the filter’s context reduction ability, as depicted in Figure 6.4. After tweaking the
null relation (e16), LLaMA exhibits an enhanced modeling of ’no relation’, although
certain labels such as ’visitor’, ’place_of_residence’, and ’resident_of_place’ experience
a decrease in accuracy. Despite its trade-offs, e16 appears as the most well-balanced
option, pointing towards a potential route for enhancing methodological practices in
RE. Therefore, future research could use SlideFilter along with post-human evaluation
for faster dataset curation.

6.2.3. Evolution of Prompt Design

Foundational One-Shot Template In the foundational one-shot template for RE
shown in Figure 5.9, the initial prompt design used generic placeholders ’x’ and ’y’
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Speaker 2: No. But I remember people telling me
about it.

Speaker 1: I hope Ben has a little sister.

Speaker 2: Yeah. I hope she can kick his ass.

Ground Truth:

[ {"subject": "Speaker 1", "relation": "siblings", "object": "Speaker 2"},
{"subject": "Speaker 2", "relation": "other_family", "object": "Ben"},
{"subject": "Speaker 2", "relation": "siblings", "object": "Speaker 1"},
{"subject": "Ben", "relation": "other_family", "object": "Speaker 2"} ]

Predictions:

[ {"subject": "Ben", "relation": "siblings", "object": "Speaker 2"} ]

Figure 6.4.: This dialogue example demonstrates misclassification by SlideFilter, which
uses a rule-based approach to determine relationships without contextual
filtering. The ground truth indicates complex family relationships, which
the model oversimplifies by combining multiple relationships into a single
"sibling" relationship between Ben and Speaker 2. This highlights the need
for more nuanced processing to accurately handle such complex relational
dynamics.

for subjects and objects, which proved effective for larger models such as ChatGPT
3.5. Nevertheless, smaller models, like LLaMA, showed enhanced learning curves
when employing semantically descriptive keys, indicating the benefit of semantic
prompts in boosting performance. Initially using a one-shot template due to the
lack of fine-tuning in ChatGPT, later optimization eliminated this need, in agreement
with findings by Wei et al. [55] that fine-tuning reduces the reliance on one-shot
examples. This optimization simplified the prompts, preserving processing resources
while also maintaining informative ontologies and type lists within the prompts to
create dataset-specific mappings from dialog input to JSON output.

Optimized Extraction and Comparative Analysis The second phase involved refining
prompts to benchmark LLaMA against BERT for the RC task, as demonstrated in 5.10.
The fine-tuned LLaMA performed well with prompts that listed possible relations,
followed by the subject and object, eliminating the one-shot approach. The resulting
output was exclusively the relation label, indicating LLaMA’s promising effectiveness
in our dataset. Further advances in Figure 5.11 for RE resulted in LLaMA’s prompts
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(a) e11 BERT ensemble-11cls (b) e12 BERT ensemble-12cls-implIdent

(c) e13 LLaMA (d) e14 ChatGPT-3.5

(e) e15 LLaMA SlideFilter (f) e16 LLaMA SlideFilter NullRel Tweak

Figure 6.5.: Word Clouds for RE: Red labels indicate confabulations.

incorporating a schema for desired relationships, leading the model to make accurate
predictions without hallucinations, albeit still with mistakes. This iterative evolution
highlights LLaMA’s potential and establishes a benchmark for future investigations into
other finely-tuned models like Zephyr or Orca [66, 67], which could provide improved
relational comprehension through their training on diverse datasets.

6.3. RQ3: Knowledge Integration

Memory Recall Implementation Our developed graph search method effectively
obtained relation triplets and their corresponding conversation turns that generated
them, enabling us to avoid errors and achieve satisfactory results during our demo.
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However, this search methodology has not undergone extensive testing, providing
opportunities for future investigations to refine these approaches, assuming that the
graph structure continues to be an integral part of the knowledge base.

Generating Personalized Responses We have devised a prompt utilizing subgraph
data to produce tailored follow-up question, illustrated in Figure 5.12. Our approach
entails incorporating relation-specific triplets and chat history into a one-shot example
to formulate contextually applicable questions. While this approach proved effective
with more complex models, it is advisable that future work use a smaller, fine-tuned,
large language model with zero-shot prompts to solve this task. As depicted in Figure
5.13, ChatGPT’s response policy was often adaptable and concise. However, maintaining
policy conformity without fine-tuning may pose a challenge for models with smaller
models. Loh et al. [68] propose that fine-tuning LLMs on the EmpatheticDialogues
dataset [69] holds promise for generating empathetic responses. This approach may
prove more valuable for future research than precise prompt engineering.

6.4. RQ4: Evaluation Methods

Our Choice for Classification Metrics Our system’s classification performance was
assessed using the F1 score, along with precision and recall, as explained in subsections
4.6.1 and 4.6.2. These metrics have been effective in measuring our knowledge graph’s
reconstruction abilities and provide a strict standard for evaluating our multi-class and
multi-label classification tasks. However, these metrics may be considered too inflexible,
leading to the exploration of more adaptable options in future research. Possible
alternatives could involve utilizing embedding spaces for outputs or adopting BLEU
(BiLingual Evaluation Understudy) scores, which assess deviations in contextuality
and sequence generation more loosely. Employing such metrics as the foundation for a
novel loss or regularization term could provide a more nuanced framework for model
learning.

Additionally, the efficacy of a knowledge graph can be ascertained by its performance
in the full conversational system. Possible areas of future research could incorporate
indirect indicators of effectiveness, such as both qualitative and quantitative feedback
from users, in order to evaluate how well the knowledge graph supports the retrieval of
accurate and relevant contextual memory. Investigating these possibilities will produce
a comprehensive evaluation framework that covers both the immediate output quality
and the wider effects on user interaction.

63



7. Conclusion & Outlook

This chapter presents a summary of the research results, acknowledges the difficulties
encountered throughout the study, and proposes potential avenues for future research.

7.1. Summary

Throughout the study, as described in Chapter 6, we aimed to comprehend and utilize
state-of-the-art LLMs to create knowledge graphs for organizing personal data. This
approach is also relevant in geriatric care. Our findings demonstrate that current LLMs,
despite their high level of sophistication, encounter considerable difficulties meeting the
intricate requirements of these knowledge graphs, when using the publicly available
datasets for fine-tuning. The core is a careful exploration of the limits of current NLP
technologies for the task of RE.

7.1.1. Contributions

Insights into Data Limitations A major contribution of this thesis is the compre-
hensive review of the constraints of state-of-the-art NLP architectures emphasized in
Sections 6.1 and 6.2. Our trials utilizing models such as BERT, LLaMA, and ChatGPT
indicated certain difficulties in managing intricate relational data structures. The Di-
alogRE dataset, which is based on the TV show "Friends", illustrates the challenges
that LLMs encounter when extracting pertinent relationships for elderly care due to its
diverse and often humorous nature, as depicted in Figure 6.1.

We suspect that the poor performance is because knowledge is fragmented across
multiple turns and speakers in DialogRE. This, combined with significant variation in di-
alog length and number of relationships, makes extracting relationships a challenge. In
contrast, conventional assistant-to-human conversations exhibit more direct interactions,
with queries and utterances being more self-contained and contextually independent.
Each exchange typically hones in on specific information with a greater chance of
including all necessary details within one turn, enabling clearer and more effective
communication. This observation highlights the necessity of creating a customized
dataset that aligns with our specific needs, one that reflects the direct and self-contained
manner of interactions crucial for successful personalized communication.
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Novel Approaches Our study aimed to expand current methods of personal RE
by integrating Kitwood’s psychological framework with computational models. This
innovative approach is explained in detail in Section 6.1. The existing datasets have also
been customized to serve as baseline comparisons. We utilized dialogue datasets from
the literature, including DialogRE, to pursue our objectives. Although dialog-based,
DialogRE was augmented by our SlideFilter method to better match actual speaker
interactions. Our novel approach, outlined in Section 6.2, involved exploring a range
of LM architectures, including BERT, LLaMA, and ChatGPT, resulting in significant
findings in RE techniques.

This adaptation of DialogRE utilizing SlideFilter yielded valuable insights into
our method’s failure modes. One noteworthy limitation we discovered was that the
filter is not entirely reliable, highlighting the difficulties in extracting and structuring
conversational data with precision, as depicted 6.4. Nonetheless, this limitation presents
opportunities for future research. The SlideFilter, although not without limitations,
has the potential to preprocess datasets into more manageable segments effectively.
However, there is a trade-off to consider in terms of window size for chunking samples
during this segmentation process. Shorter window sizes lead to more focused and
less noisy dialogues, but may not capture all of the complexities that define relations
in a dialogue. Longer window sizes result in longer dialogues, creating less focused
and noisier samples. Contextual intricacies for RE are present, but the noise may
hinder the task. Thus, achieving a proper balance of window size is essential for
effective application of this technique. Moreover, when combined with subsequent
human evaluation, this methodology has the potential to be an effective approach
for improving the precision and applicability of data in communication models for
personal RE in geriatric care.

Practical Impacts In practical terms, our study demonstrates a pivotal finding: when
fine-tuned to publicly available datasets, current LLMs lack the necessary capabilities
to proficiently execute the RE task that is vital to the formation of knowledge graphs,
particularly in the intricate personal domain required for geriatric care. Section 6.2
elaborates on this, as we discovered the obstacles that models like BERT, LLaMA, and
ChatGPT encounter when accurately identifying and extracting relational information.

We suggest that choosing a simpler structure, rather than a complicated KG, could
result in more efficient outcomes. Starting with the use of rule-based systems, reg-
ular expressions (regex), to produce a key-value structure of conversation snippets
could result in more dependable and efficient of recalling information. Although less
intricate than LLMs, such a methodology could offer lower latency and fewer errors
in structuring memory data. Furthermore, this method enables a methodical and
gradual advancement towards more complex systems while maintaining control and re-
sponse time as indispensable elements. This approach could be promising as a primary
step towards forthcoming advances in the field, balancing present-day technological
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capabilities with the detailed requisites of geriatric care communication.

7.2. Future Work

The insights obtained from this thesis provide opportunities for future research in
several directions.

• Simplifying Data Structures: Future research may concentrate on simplifying the
memory data structures as our findings indicate that current models are unable to
precisely automate the intricate knowledge graph constructions. To achieve this,
we could loosen the constraints of existing ontologies, as discussed in Section 6.1
by dropping the strict list of possible relations from DialogRE as utilized in 6.2.
Instead, we could focus on a basic data structure, such as a key-value structure of
conversation snippets, or even a co-occurrence KG. Although simpler, this could
still enable memory to be extracted in a controlled manner due to its structured
nature.

• Exploring Hybrid Systems: Expanding on the findings presented in Sections 6.2
and 6.3, this research suggests a potential opportunity for the development of
hybrid systems that fuse the control of rule-based approaches with the adaptability
of LLMs. The aim is to leverage the advantageous attributes of both paradigms.
Therefore, employing rule-based systems to structure the bot’s memory in a
controllable and low-latency specification is recommended. Furthermore, utilizing
LLMs in generating instruction-based responses as RAG, i.e. where they excel, is
advised.

• Collecting a Custom Dataset: Leveraging an appropriately curated dataset,
we find that this task can be effectively addressed using LLMs, as evidenced
by promising results in the existing literature, notably the REBEL framework
[25]. Therefore, we suggest that compiling a dataset from real human-assistant
interactions is a meaningful direction for future research. Developing a simple
conversational assistant and involving human annotators to identify relational
dynamics could be a solution. Utilizing tools such as SpaCy to extract entity pairs
can optimize the process and mitigate the annotation labor intensity. However, it
is important to acknowledge that this undertaking is both time-consuming and
requires significant resources.

In summary, this thesis advances understanding of the capabilities and limitations
of current NLP technologies to construct KGs with social relational content that could
later be used to personalize geriatric care conversations. The findings suggest that the
journey is ongoing, but offers a promising path towards innovation and improvement.
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A. Figures

A.1. DialogRE Relation Types

Figure A.1.: List of all relation types in the DialogRE dataset. The table presents all
relationships derived from the dataset. The ’Inverse Relation’ column
shows the corresponding reverse relationship for each type. [12]
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