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AI ChatGPT

Google Trends
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Hallucinations

Outdated information
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Reliability
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Data Lineage

Knowledge grounding mechanisms are required for 
truthful responses



Scope
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NL 
Question NL

Answer

Query

Result

Natural Language Understanding

LLM
Semantic Parsing

Natural Language Generation

LLM
Data-to-Text

How tall is the Eiffel 
Tower?

330m

[{ 
  “subject”: “Eiffel_Tower”,
  ”predicate”:  “height”,  
  “object”: “330m”
}]

The Eiffel Tower is 
330m tall

Knowledge 
Graph



Goals

§  Use LLM to generate SPARQL queries based on user question (Semantic Parsing)

§ Transform resulting data into natural language answer (Text Generation)

§ Gain insights in performance of LLMs with different amounts of parameters and pre/fine-tuning 
procedures

§ Acquire understanding of the influence different prompting techniques have on the before mentioned 
tasks
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Research Questions
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Which previous studies have investigated using Large Language Models for the tasks of semantic 
parsing and text generation?1.

1. What selection of Large Language Models and Prompting techniques are suitable for a comparative 
analysis of the considered tasks?2.

1. How can we systematically evaluate the performance of the tested Large Language Models?
3.



Initial Results – Prompting Techniques
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Initial Results - LLMs
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LLMs LLaMA Vicuna LLaMA-

LoRA

GPT-3.5-

Turbo

Text-Davinci-

003

Access Open Source* Open Source* Open Source* Closed 
Source

Closed 
Source

Parameters 7B 7B 7B ~150B** 175B

Training Pre-Trained Fine-Tuned 
(Chat)

Fine-Tuned 
(Our Task)

Reinforcement 
Learning from 
Human 
Feedback 
(RLHF)

Fine-Tuned 
(Instruction-
Following)

*Non-commercial license **Not officially acknowledged [4], [5], [6], [7] 



Initial Results - Insights
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• Category: Athlete

• Tripleset: 
[{'object': 'FC_Karpaty_Lviv’, 'property': 'club’, 'subject': 'Aleksandre_Guruli’}, 
{'object': 'FC_Dinamo_Batumi’, 'property': 'club’, 'subject': 'Aleksandre_Guruli’}]

• Lexicalization: ”Aleksandre Guruli played for FC Karpaty Lviv and FC Dinamo Batumi.”

WebNLG

Vicuna

Prompt:
Generate a concise textual description for the given set of triples. Ensure that the generated 
output only includes the provided information from the triples.

Result:
The given set of triples describes two objects, FC_Karpaty_Lviv and FC_Dinamo_Batumi, both of 
which have the property "club" and the subject "Aleksandre_Guruli".

[8] 
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"""
def __init__(self, subject, predicate, object):

self.subject = subject
self.predicate = predicate
self.object = object

def __repr__(self):
return "Tripleset: {0} {1} {

Aleksandra Kovač performs soul music.

Tripleset: [{"object": "Ska_punk", "property": "genre", 
"subject": "Aaron_Bertram"},

{"object": "Ska_punk", "property": "genre

LLaMA



Next Steps & Timeline
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Literature research on Semantic 
Parsing & Text Generation

Research of datasets, LLMs & 
Prompting Techniques

Building test pipelines

Evaluation of model performance (quantitative & qualitative)

Apr May Jun July Aug Sept Oct

Thesis writing
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