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General Information
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Goal: Collaboration with

Split into 2 guided research projects

Paper: Towards Optimizing and Evaluating a Retrieval Augmented QA 
Chatbot using LLMs with Human-in-the-Loop
à Accepted at DaSH Workshop at NAACL 24 in Mexico

à Best Paper Award

à Alex: Functionalities + Implementation

à Rajna: Evaluation with human-in-the-loop

to develop HR chatbot
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Challenges in Evaluating Text Generative Models: Motivation for 
Exploring Reference-Free Metrics

Automatic Evaluation Metrics 
show limited effectiveness

● Explore the performance of 
Reference-Free State-of-the-Art 
Metrics

● Investigate how Reference-Free 
metrics respond to these 
challenges

Text Generation with LLMs is a 
trending task, but evaluating 
its quality poses a challenge 

A

B

Evaluation

Motivation

Investigation

?
?

?

SAP Employees QA Chatbot HR Policies

Inquiry

Instant Answer

Benefit 1: Save time for employees and 
the HR domain experts 

Benefit 2: Automation of Manual tasks
Goal: Process 30% of HR tickets with chatbot functionalities
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Question

Golden 
Answer

Generated 
Answer 
(GPT4)

Am I entitled to use my company benefits immediately after joining the company

Yes, you will automatically be enrolled in pension plan, health scheme and various insurances.

Yes, you are entitled to use your company benefits immediately after joining the company. You 
will automatically be enrolled in the pension plan, health scheme, and various insurances. 
However, for some benefits such as health insurance for spouse and children, you need to 
apply for them via Mercer. Please raise an HRdirect ticket if you require further assistance.

Human Evaluation Readability: 5, Relevance: 5 , Naturalness: 4, Truthfulness: 5

Automatic Evaluation BLEU Score: 0.16

Bad Correlation

Challenges in Evaluating Text Generative Models : Example
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Research Questions: Problem Statement and Goals
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What are the emerging state-of-the-art metrics in the evaluation of generative conversational agents, and 
how do they compare to traditional metrics?

Are reference-free evaluation metrics, especially those leveraging advanced language models, a more 
reliable indicator of a generative model's performance compared to traditional reference-based metrics?

How effectively do automatic metrics perform in assessing generative model performance when subjected to 
human evaluation by domain experts? 
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Architecture Approaches: Baseline vs. our Enhanced RAG Pipeline using 
LLMs 
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• Dataset Curation: Domain experts manually curated the dataset 

and evaluated the performance of the retriever by verifying the 

accuracy of matched questions, contextual information (KBA), and 

correct answers. This ensured the correctness and relevance of 

the retrieved articles.

Human-in-the-Loop

Retriever Accuracy

Prompt Engineering

• Iterative Refinement: Refined prompts based on HR feedback 

and our qualitative analysis, ensuring LLM responses met 

company requirements through continuous adjustments.

Natural Language Generation (NLG) Evaluation

• Human Evaluation: Using a 5-point Likert scale, domain experts evaluated the 
responses based on readability, relevance, truthfulness, and usability to ensure high 
linguistic quality and contextual appropriateness.

• Reference-Based Metrics: Utilized metrics like BERTScore, ROUGE, and BLEU.

• Reference-Free Metrics: Explored advanced LLM-based metrics like G-Eval and 
Prometheus.



Evaluation Framework Approaches: Automatic Evaluation Metrics for NLG 
Evaluation
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Reference-based Metrics

Embedding-based metrics

• BLEU 

• ROUGE

N-gram based metrics

• BERTScore

Simplicity and effectivenes in Machine Translation 
and Automatic Summaries
Based on word-overlappings, no context

Semantic Evaluation
Dependence on Pre-trained Model

• G-Eval

Prompt-based Evaluation

Tuning-based metrics

• Prometheus: Fine-tuned on Llama-2-
Chat-13B

Reference-free Metrics

Using GPT-4 chain-of-thought method
High costs since it is not open-source

Open-source and cost effective

Evaluation Criteria 

Human Evaluation

• Readability

• Relevance
• Truthfulness

• Usability
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How effectively do automatic metrics perform in assessing generative model performance when subjected 
to human evaluation by domain experts? 

• Weak alignment with human evaluations for GPT-3.5 and GPT-4.

• Fail to assess creative, varied outputs of LLM-based models.

• Prefer less generative, reference-aligned responses like LongT5.

Correlation tests:

Spearman: Measures how well two lists of rankings match each 
other.

Kendall: Measures the agreement between two lists of rankings 
by comparing pairs.

Correlation between reference-based and human evaluation:
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Correlation Analysis among the metrics
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G-Eval:

•Strengths: High accuracy in assessing truthfulness and steady 
performance across different models. 

•Weaknesses: Less effective in readability evaluations, needing 
refinement for subjective nuances.

Prometheus:

Strengths: Strong in evaluating usability assessment.

•Weaknesses: Similar to G-Eval, struggles with readability 
assessments. This might come as a conclusion of the HR domain 
specific vocabulary.

What are the emerging state-of-the-art metrics in the evaluation of generative conversational 
agents, and how do they compare to traditional metrics?



Traditional Metrics (BLEU, ROUGE, BERTScore):

• Favor Less Generative Models: Higher scores for LongT5 due to less 
generative outputs.

• BERTScore: Provides a more nuanced evaluation, better suited for 
assessing modern generative models like GPT-4 and GPT-3.5.

LLM-based metrics (G-Eval, Prometheus):

• Better Align with Human Judgment: Better reflection of relevance, 
readability, truthfulness, and usability.

• Higher Scores for Advanced Models: Favor GPT-4 and GPT-3.5, 
showcasing their generative strengths.

• Comprehensive Evaluation: Capture nuanced text quality aspects.

Þ State-of-the-art Metrics offer a more accurate, human-aligned evaluation of generative 
models.

Þ Traditional Metrics are effective for simpler models but inadequate for advanced generative 
models.

Are reference-free evaluation metrics, especially those leveraging advanced language models, a more 
reliable indicator of a generative model's performance compared to traditional reference-based metrics?
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Conclusion
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Superiority of GPT-4:
• GPT-4 outperforms GPT-3.5 and LongT5 in generating accurate, relevant responses, ideal for HR chatbots.

Ineffectiveness of Traditional Metrics:
• BLEU and ROUGE are less effective for evaluating complex outputs from advanced models.

Effectiveness of Reference-free Metrics:
• G-Eval and Prometheus align closely with human judgment, providing more reliable NLG assessments.

Future of NLG Evaluation:
• Advanced LLM-powered metrics come very close to human evaluation on average. Our findings highlight the continued 

importance of human judgment, especially for domain-specific use cases.

Future Work
Refine Reference-free Metrics:
• Enhance accuracy and integrate organizational knowledge (fine-tune the model for evaluation specifically on the HR domain).

Explore with new Models:
• With the new Models and Metrics, there is still space for future research to find a more suitable metric.

Improve Human Evaluation:
• Use multiple domain experts for unbiased results.
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G-Eval Prompt

240624 Rajna Fani Guided Research Final Presentation



Prometheus Prompt
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Approaches: SAP Q&A Dataset Structure
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Dataset Overview: Selected Questions 
and Answers as Reference

SAP Employee

User utterance 
(question)

Question 
Matching

Retrieve Answer

HR Support Chatbot

FAQ Wiki

Chatbot Logs

Domain Experts

Feedback Loop

First Approach: Question Matching
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Approaches: SAP Q&A Dataset Structure
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Dataset Overview: Selected Questions 
and Answers as Reference

SAP Employee

User utterance 
(question)

FAQ Wiki

Chatbot Logs

Domain Experts

Question 
Matching

Retrieve Answer

HR Support Chatbot

User utterance dataset

Feedback Loop

First Approach: Question Matching
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Approaches: SAP Q&A Dataset Structure
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Fine-tuned LM Approach

User utterance

Dense Passage Retriever

Relevant Article

Training Triplets:
(Question, Answer, 

Context)

Text Generation by 
Fine-tuned LM

SAP Employee

SAP Employee

User utterance

LLM-Powered Approach

Dense Passage Retriever + LLM

Relevant Article

Training Triplets:
(Question, Answer, 

Context)

Text Generation by 
LLM SAP Employee
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Approaches: Illustrative SAP Q&A Dataset Structure
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1. Do I need to enter my sickness in Success 
Map?
2. I am ill/ sick today, what do I have to do?
3. I want to know the number of sickness 
days for my employee(s) and frequency, 
where can I find this information

User Question

… Sickness up to 3 days:
If the employee is sick for 3 days or less, he/she must request a sickness 
without medical leave via….
… Sickness for more than 3 days:
The employee needs to submit an illness with medical certificate absence
request …

Context

1. Request Sick Leave for a Maximum of 3 Days. If you get 
sick at work; you need to inform your department before 
going home / to see a doctor…
3. How to check your employee’s absences:- Go to your 
People…

Model Response
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Dataset
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TigerScore Output
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