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Abstract 

In spite of Big Data and the corresponding technologies being already widespread, many Big 
Data projects do fail or do not deliver the promised results. This is also the case in the insur-
ance sector. One reason is the approach to the respective projects: It doesn’t take into account 
or analyze the business value of a specific Big Data Use Case or its implementation complexi-
ty and feasibility. 
  
This thesis uses a different approach by analyzing the business aspects of Use Cases in the 
insurance sector at the beginning. First, a number of possible Use Cases in insurance is de-
rived from a literature study. Then these Use Cases are evaluated in expert interviews in order 
to find out, which ones do have the highest potential.  
 
Eventually, based on these requirements and a comparison of existing Reference Architec-
tures for Big Data in common, a new Reference Architecture is designed for Big Data in in-
surance. The final goal is to use this Reference Architecture as a blueprint for deriving 
components in order to implement Big Data Use Cases in insurance. The Reference Architec-
ture is tested in a case study by designing a Solution Architecture for two specific Use Cases. 
 
Keywords: Big Data, Insurance, Reference Architecture, Solution Architecture, Require-
ments Engineering, Requirements Analysis, Big Data Use Cases, Streaming Architecture, 
Machine Learning, NoSQL, Data Lake, Apache Kafka, Google Cloud Platform, Microsoft 
Azure. 
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1. Introduction 

To begin with, the importance of Big Data for the insurance sector and the corresponding 
challenges are described, thus building the motivation for this thesis. Based on this motiva-
tion, the three Research Questions (RQ) to be answered in this thesis are posed and explained. 
At the end of this section, the scientific approach chosen to answer the RQs is briefly out-
lined.  

1.1 Motivation 
Big Data is undoubtedly one of the major drivers of digitization. Data is generated in vast 
volumes and in many cases also in real-time. Big Data forms the technological foundation for 
many new innovations and technologies including Internet of Things (IoT), Artificial Intelli-
gence (AI), autonomous driving and many more. By collecting, storing and analyzing all this 
data, companies can gain huge advantages in both traditional and new markets. The insurance 
sector is no exception: According to a joint study by Google and the consultancy Bain & 
Company, there is a potential of 4 billions of euros in growth and 14 billions of euros in cost 
reduction in the German Property and Casualty (P&C) insurance sector alone [1].  McKinsey, 
another consultancy, reckons that the cost of settling insurance claims can be reduced by 30% 
due to automation [2]. Apparently there are many great opportunities for insurers, if they can 
successfully bring Big Data into action. For those who do not manage to put Big Data to work 
for them, the ramifications can be quite severe [2].  
However, in spite of Big Data and the technologies it is based on already being widespread, 
many Big Data projects still do fail. According to a prediction by Gartner, a research and ad-
visory company, from 2015 to 2017 60% of all Big Data projects will not come further than to 
an exploration stage and fail [58]. Several companies have not even started working on Big 
Data projects that go beyond a Proof of Concept (PoC) stage. In a study conducted by the 
Technical University of Munich (TUM) the progress of Big Data projects at 25 selected 
DAX-companies1 was analyzed. The result was that in 2015 only 1 out of 25 companies had 
Big Data projects at a stage of deployment and further four companies were at a stage of pre-
paring a deployment [3].  
One reason for the poor performance so far is the approach many companies choose when it 
comes to new Big Data projects. Hitherto they have started out with technology by collecting 
and analyzing data directly without having defined a business goal for using Big Data. Alt-
hough this way might work for data-driven companies like Google, which have their data 
ready for analytics, for the great majority of businesses this is the wrong approach [4, 15]. 
The reason is that most Big Data projects going beyond a PoC require new technologies and 
experts for working with them, thus causing a need for large financial investments. However, 

                                                
 
 
1 DAX: Deutscher Aktienindex, the main German stock market index consisting of 30 German companies whose 
 shares are traded at the Frankfurt Stock Exchange.  
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as long as one does not have a strategic goal and a clearly defined added value for such a pro-
ject, these investments are not justified. This is also often the case in the insurance sector. 
Furthermore there is a lack of architectural standards for developing Big Data solutions, 
which are not focused on a specific product landscape from a software vendor [9]. Such 
standard would be for instance a Big Data Reference architecture that can be used as a guide-
line for implementing Big Data Use Cases in insurance. The advantage of such a product-
independent Reference Architecture would be that a company could first choose the compo-
nents and afterwards the corresponding products needed to operationalize a Use Case flexibly 
without having the risk of an expensive vendor lock-in.  
This thesis chooses a different approach by starting out with regarding first the strategic and 
business aspects of Big Data projects [4]. It envisages the identification of Use Cases, which 
can change the business model of an insurance company. The Use Cases cover most insur-
ance products, including P&C, health, life and industrial insurance. Additionally internal pro-
cesses and customer analytics are scrutinized for possible usage of Big Data there. For each of 
these Use Cases an analysis of its added value and feasibility is conducted. Afterwards the 
requirements for implementing these Use Cases are analyzed before designing a new product-
independent Reference Architecture for the insurance sector. The final goal of this thesis is to 
provide a suggestion on how to implement a Big Data Use Case in insurance using the newly 
developed Reference Architecture. 

1.2 Research Questions 
Research Question 1. What are possible Big Data Use Cases in the insurance sector and 
which ones do have the highest potential?  
This RQ focuses on identifying the Big Data Use Cases, which can be implemented for solv-
ing business problems in insurance companies. Their goal can be for instance to reduce costs 
through automation or to create growth by offering new products with services based on Big 
Data. According to an analysis by McKinsey, companies focusing on business aspects first 
when it comes to Big Data projects, perform better than those starting directly with technolo-
gy issues. This can be achieved by concentrating on business strategy and business-driven 
Use Cases [15]. The Use Cases themselves are identified through a literature review, consist-
ing particularly of whitepapers describing case studies, PoC-projects or already implemented 
Big Data applications in insurance. For the list of Use Cases and a detailed explanation, 
please refer to chapter 3.2.  
Above all, the Use Cases are evaluated in structured interviews with senior managers or ex-
perts in the field of Big Data or Data Science at the large insurance company. The goal here is 
to identify the Use Cases with the highest potential, so that implementing them will deliver an 
added value to the company whilst keeping complexity and risks at a reasonable level. The 
evaluation is inspired by a framework from the consulting company PricewaterhouseCoopers 
(PwC) and includes categories such as added value and feasibility [5]. Risks arising when 
implementing a Use Case are analyzed as well [4]. For a detailed overview of the evaluation 
methodology, please refer to chapter 3.1.  
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Research Question 2. Which requirements have to be fulfilled in order to implement the Use 
Cases from RQ1? 
In this RQ requirements for operationalizing the Use Cases identified in RQ1 are elicited and 
analyzed. For getting a better understanding of the requirements for a specific Use Case, fur-
ther interviews were conducted with experts on this respective Use Case or insurance section. 
Furthermore, a brief literature analysis was used for answering this RQ. Eventually each Use 
Case does have an overview of requirements needed to be met for its implementation being 
made up of several categories (data source, analytics, business, etc.). Additionally, a collec-
tion of generic requirements for all Use Cases is derived from the overview of specific re-
quirements for the single Use Cases. 
The approach in RQ2 is based on the methodology of the National Institute of Standards and 
Technologies from the U.S. Department of Commerce for analyzing requirements for design-
ing a Reference Architecture [6, 7]. For more details on the requirements analysis methodolo-
gy please refer to chapter 2.2, for the requirements based on the Use Cases to chapter 4.1. 
 
Research Question 3. What can a Big Data Reference Architecture look like in order to op-
erationalize the Use Cases from RQ1? 
The goal of this RQ is to design a new Big Data Reference Architecture for the insurance sec-
tor. This Reference Architecture would then work as a blueprint for implementing single Use 
Cases and developing a Use Cases specific Reference Architecture. 
For designing the generic Reference Architecture, first, existing Big Data Architectures from 
companies like e.g. Google, Oracle or Microsoft are analyzed. The goal is to identify common 
components, which every Big Data Reference Architecture should contain. Afterwards the 
generic requirements from RQ2 are mapped to an architectural component. Together the re-
quirements and the common components make up the foundation of the new Big Data Refer-
ence Architecture. 
The approach in RQ3 is based on the methodology of the National Institute of Standards and 
Technologies from the U.S. Department of Commerce designing a Reference Architecture [7, 
8]. For more details on the methodology please refer to chapter 2.3, for the new Reference 
Architecture to chapter 5.2. 

1.3 Approach 
This section describes the general scientific approach used for working on the entire thesis. It 
is based on a methodology named Design Science Research Methodology that provides a 
guideline for research in the field of Information Systems [10]. Figure 1.2 shows the generic 
process used in the Design Science Research Methodology. In order to simplify the process, 
this thesis dispenses with the loop and goes only through one iteration of the Design Science 
Research Methodology. This is visualized in figure 1.1. Although the loop is not carried out 
for the Use Cases, the results of the evaluation of the Reference architecture, the Big Data 
platform and the Solution Architecture are taken into account before designing the final ver-
sion of these architectural artifacts. 
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In the beginning, the topic is motivated by identifying the problems with the current state of 
Big Data in insurance. Afterwards the objectives of the thesis are defined by formulating and 
explaining the Research Questions. Then the work on designing and developing the artifacts 
for the problem’s solution starts. The artifacts created in this thesis are the following: 

• A list of possible Big Data Use Cases in the insurance sector. 
• A classification of the Use Cases to identify the ones having the highest potential. The 

development of this classification is also part of the Evaluation stage. 
• An overview of both Use Case specific and generic requirements needed to operation-

alize the Use Cases found before. 
• A Big Data Reference Architecture for the insurance sector that is based on the re-

quirements derived in the previous step. 

This final artifact is then used for the Demonstration stage: By designing a Use Case specific 
Solution Architecture, the Reference Architecture is tested in order to find out, whether it is 
suitable to be used as a blueprint to operationalize Big Data Use Cases in insurance.  
In the following Evaluation stage, the Reference Architecture is scrutinized in interviews with 
experts on architecture. Additionally the Use Cases found are analyzed in structured inter-
views with experts and senior managers from an insurance company.  
Eventually the results are communicated in a final presentation and by publishing this thesis. 
For intellectual property and non-disclosure reasons, the results of the Use Case evaluations 
will only be available within the insurance company where the interviews were conducted.  
Besides using structured and unstructured expert interviews, this thesis relies on literature 
reviews. Relevant literature is found in scientific databases like for example Google Scholar, 
SpringerLink or EBSCOhost. For simplifying the research, search keywords were identified, 
including Big Data, Big Data in Insurance, Insurance Use Cases, Big Data Reference Archi-
tecture, Machine Learning, Requirements Engineering and Requirements analysis in a Big 
Data context. The literature includes both scientific publications and business publications 
from companies excelling in the area of Big Data and or insurance.  
For more details on the approach used for finding the answers to a specific Research Ques-
tion, please refer to chapter 1.2, where each one of them is described.  

 
Figure 1.1 : Design Science Research Methodology applied in this thesis  
Source: Own depiction based on: 
http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.535.7773&rep=rep1&type=pdf 
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Figure 1.2: Design Science Research Methodology 
Source: Figure 1 from: 
http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.535.7773&rep=rep1&type=pdf 
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2. Foundations 

This chapter describes the theoretical concepts, which are the foundations of this thesis. In the 
beginning the terms Big Data, Machine Learning (ML) and some other important technical 
terms are explained. After pointing out the relevance of Big Data for the insurance sector, 
Requirements Engineering and the process of operationalizing Big Data Use Cases using re-
quirements analysis are presented. Then the term Reference Architecture is defined followed 
by an analysis of existing Big Data Reference Architectures. Afterwards common components 
in these Big Data Reference Architectures are established. Eventually, related work from sev-
eral scientific sources is briefly outlined, which has been used as a reference for choosing an 
approach to writing this thesis. 

2.1 Big Data 

2.1.1 Definition 

In an issue published in May 2017, the London-based magazine The Economist named data 
“the world’s most valuable resource” dedicating the cover article to this topic. Unsurprisingly, 
the term Big Data is nowadays both widely known and used. Back in 2012 the Gartner Hype 
Cycle, an indicator for the maturity of technologies, had Big Data listed at the “Peak of Inflat-
ed Expectations” [11]. Three years later it was removed from the Hype Cycle entirely as other 
technologies like ML, IoT or Advanced Analytics relying upon Big Data have taken its place 
[12].  
Since it is that widely spread, the term Big Data is often used to describe various technologies 
and paradigms that are related to processing and analyzing data. Basically, it refers to datasets 
so large they cannot be stored or processed in traditional relational databases [13]. The chal-
lenges conventional relational databases face are besides the vast amount of data also the lack 
of structure within the datasets and the speed of data generation. In a more broad sense Big 
Data covers not only the datasets themselves, but also the collection of technologies used for 
storing and analyzing them [14]. In spite of numerous definitions for Big Data available, most 
experts agree on using the so-called Three V’s for characterizing it [16, 18, 19, 20, 21]: 

• Volume: It is used to describe the vast amount of data where the “Big” in Big Data 
comes from. Without this property, Big Data and the corresponding Use Cases would 
not be possible at all. Having that much data enables applications relying on large da-
tasets for training their models and predicting outcomes to deliver precise results, e.g. 
in ML. Peter Norvig, Google’s Director of Research said, “We [Google] don’t have 
better algorithms. We just have more data”, thus pointing out the importance of the 
volume property [16]. Indeed the volume of data available today is huge. The US re-
tail giant Walmart collects on average 2.5 Petabyte2 of data per hour. Back in 2012 2.5 

                                                
 
 
2 One Petabyte is equivalent to one million Gigabytes.  
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Exabyte3 were created per day making it about 900 Exabyte of data for the entire year 
[16]. In 2016 the annual amount of data created rose to 16.1 Zettabyte4 and it is ex-
pected to rise to 163 Zettabyte by 2025 according to a report by IDC, a market re-
search group [17].   

• Velocity: This property refers to the speed at which new data is generated. Sensors in 
cars, manufacturing plants and wearable devices make it possible to collect new data 
at (near) real-time speed. That poses requirements for being able to collect and process 
the data at the speed it is created in order to be able to get the best results from it. Ad-
ditionally the systems also need to be able to analyze the data with the same velocity, 
so that the insights from the data can be used instantly for business purposes. In some 
applications like for instance autonomously driving cars, this is of paramount im-
portance for the passenger’s security. The velocity of course helps boosting the vol-
ume of data thus forming another important characteristic for Big Data. 

• Variety: The third V is used for characterizing the various data-sources and –types 
leading to the huge data volume. The variety of sources is particularly remarkable: 
Sensors, social networks, enterprise applications, customer interactions and many 
more generate data today. Depending on the source, data often needs cleansing pro-
cesses for improving its quality before it can be pipelined to the analytical models. 
The data can be grouped in three categories for describing its type [4]: 

o Structured: Data from this category has a clear scheme and can be easily 
stored and processed. For instance customer data from enterprise applications 
that can be stored in a relational database is such structured data. 

o Semi-structured: This data has some sort of partial scheme, which can be 
used to structure the data at least to some extent. An example would be cus-
tomer communication from an e-mail. It has a structured part, which is made 
up of a sender, a receiver, a subject and a date or a timestamp. However the 
content of the mail is unstructured since it consist of text written by the cus-
tomer or the company’s employee and needs specific technologies – in this 
case text analytics – to analyze it.   

o Unstructured: This type of data has no structure at all and is both difficult to 
store and analyze. Unstructured data often needs to be made machine-readable 
first before it can be analyzed. Examples here include texts, images, voice or 
video recordings. Some 80 to 85% of data is unstructured, however, it is not 
absolutely necessary to process and analyze it for most Big Data Use Cases [4, 
18].  

                                                
 
 
3 One Exabyte is equivalent to one billion Gigabytes. 
4 One Zettabyte is equivalent to one trillion Gigabytes. 
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Besides the classification concerning the data structure, another categorization is pos-
sible concerning the data sources [4]: 

o Internal: This refers to any data currently available inside the company 
and hence comparatively easy to access (sometimes data coming from leg-
acy systems is difficult to get, however this is not a Big Data issue but a 
corporate IT one). Examples here would be customer, sales or transactional 
data. Internal data often tends to be structured.  

o External: Generally, this data can be anything available outside of the 
company. This can include social media, weather or census data and much 
more. Here one of the main challenges is the integration of external data in-
to the company’s storage zone. Some of this external data is available 
open-source whilst other data has to be paid for if collected from a data 
provider. 

Often applications do require various data sources for building their analytical models 
thus needing a central data integration component for these sources. Particularly deal-
ing with these integration and transformation issues requires modern Big Data tech-
nologies. 

Recently two more V’s have appeared. IBM, a technology company, has introduced Veracity, 
which describes the completeness and quality of the datasets [18, 19]. This V is highly im-
portant, since the quality of the data has a huge impact for the precision of the analytical mod-
els. Hence the better the data quality, the better the outcome of the models is. However, often 
raw data has poor quality thus requiring structuring and cleansing processes before the da-
tasets can be used by any models [57]. The last V refers to Variability [21]. This property re-
fers to possible changes in data like for instance flow rate, the format or its meaning. One 
example where this characteristic is important is the use of Big Data for Natural Language 
Processing or sentiment analysis. Depending on the pronunciation or the usage of a word (e.g. 
“great” or another adjective) in a sentence it can have a completely different meaning [22].  
Some critics point out that Big Data is nothing more than already known concepts from data 
processing and analysis like e.g. Business Intelligence (BI) [11]. Apparently the amount of 
data Big Data deals with already outperforms BI by far. BI is only able to process structured 
data, whilst Big Data offers technologies to work with unstructured data as well. Furthermore, 
back in the 1990s data could be neither processed nor analyzed at (near) real-time speed. The 
bottom line is that particularly the Three V’s do differentiate Big Data from any previous 
technologies and concepts available in the field of data analysis. 
In fact, there are even more V’s for describing Big Data, e.g. value or visualization. However, 
since they are not that commonly agreed on or partially unfitting for a scientific definition of 
the term Big Data, they are left out here. 
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2.1.2 Machine Learning in Big Data 

When it comes to Big Data, the term Machine Learning is never far away. And although used 
sometimes synonymously, the two terms describe different things. Whilst Big Data deals with 
the amount of data and some other properties concerning it, ML is about analyzing data algo-
rithmically for recognizing patterns in it or predicting something using approximations. It is a 
subfield of AI with the key point being the ability of machines to learn themselves based on a 
dataset without having a programmed set of rules. In case the underlying data changes, the 
ML system adjusts the outcomes of its model(s) respectively without a human intervention. 
This significantly differentiates ML from a conventional enterprise application that is based 
on a set of human-defined, hard-coded and only human-changed business rules. Although ML 
has existed sin a basic form since the 1950s, it is Big Data that makes it so popular and useful 
for companies today. The more data a model is supplied with, the more precise its outcome 
gets, also because it can process many more examples than a human. When ML algorithms 
are applied to Big Data, i.e. a large dataset, the process is called data mining. Just like when 
mining gold or other precious metals, the valuable insights have to be extracted from raw data 
by using sophisticated techniques. Eventually, after training models with a huge dataset, ML 
systems become more precise, adaptive and powerful when compared to conventional appli-
cations [23, 25]. ML is also closely related to the field of Data Science, which relies on ML 
algorithms for analyzing data.  
Generally speaking, ML can be used for solving the following two problems: Classification 
and regression. In classification the goal is to classify a variable into a category, e.g. whether 
an insurance claim is fraudulent or not. Also determining whether a component in a manufac-
turing plant will break down or not is a classification problem. Regression, on the other hand, 
aims to predict a concrete value, e.g. what is the price of a stock going to be [23, 24, 25]. Be-
sides the usage in financial services, ML can be applied in various areas, such as customer 
analytics, medical research and diagnostics, spam filtering, image recognition or Natural Lan-
guage Processing. 
ML can be basically divided in two categories: Supervised and unsupervised ML. In super-
vised learning the data used for training the model is already labeled, i.e. each input has al-
ready a clear output or categorization. A supervisor provides the labeling – that is where the 
name supervised ML comes from. Both regression and classification problems can be solved 
through supervised ML. In unsupervised learning, there is no supervisor so the data used for 
training has no labels. Here the aim is to detect a structure in the underlying data so that the 
machine can come up with its own labeling. In order to do this, the machine clusters data into 
groups or segments by performing a so-called density estimation [25]. Thus unsupervised 
learning enables knowledge discovery so that companies can use these newfound patterns and 
connections. For example neural networks rely on unsupervised learning for e.g. clustering 
images in image recognition and detecting previously unknown patterns in them.  
For providing a better understanding of the field of ML some of the most known and used 
algorithms for prediction purposes are explained here [24, 25].  

• Linear Models: These are models used to predict an outcome using a simple formula 
based on set of data points. First, the variable to predict is identified and then the rele-
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vant parameters are combined in a formula by weighting each of them. These parame-
ters are attributes coming from the data-source the model is trained on. Since these 
models are very simple, and do not take complex relationships (i.e. non-linear) be-
tween parameters into account, they are unfitting for predicting complex outcomes. 
The problem with linear models is their “overfitting” to historical data. This means af-
ter a model has been trained and has found an approximation for predicting an out-
come, it has difficulties adapting to new data when deployed to production.  

o Linear Regression: In this model, one tries to predict the value of a so-called 
dependent variable by analyzing the influence of so-called exploratory varia-
bles. In case there is only one exploratory variable, it is a simple linear regres-
sion. In case there are several of them, the model is called multivariate linear 
regression.  

o Logistic Regression: This algorithm is basically the same as linear regression 
with the only difference being the type of the variable tried to predict: It is a 
classification problem what means that it can only take values of true or false.  

• Tree-based: These models are used for visualizing decision rules in form of tree 
branches and can be applied for predicting an outcome in a non-linear scenario or rela-
tionship. The so-called Divide-and-Conquer approach from computer science is ap-
plied here, i.e. a problem is split up in so many hierarchical steps sequentially until it 
can be solved. Tree-based models can be used for both classification and regression 
problems. 

o Decision Tree: Here the possible outcomes are visualized by branching them 
after each other in a tree. The model makes decisions sequentially as it runs 
through the tree. When training a decision tree, the underlying data is analyzed 
for finding the best branching points. 

o Random Forest: This is combination of several decision trees with the final 
outcome being the average of all decision trees involved in the model. The 
trees in the model are trained together at the same time with a randomly chosen 
dataset. A single tree in the forest is less precise than a fully trained decision 
tree. However the entire forest does outperform a full decision tree, hence it is 
more diversified and relies on more parameters and specifics.  

o Gradient Boosting: This model again combines several decision trees with the 
specialty that the single underlying trees are trained one after another. Due to 
this, the tree currently being trained can focus on data that has delivered incon-
sistent or false results in the previous trees. This approach makes it possible for 
gradient boosting to predict difficult outcomes as it also takes complex situa-
tions into account. 

• Neural networks: A neural network is a concept from the sphere of AI. In fact, they 
are actually called artificial neural networks since they are trying to imitate the behav-
ior of a human brain. In biology neurons sending messages to each other through a 
network form a so-called neural network, which are basically the foundations of a hu-
man brain. Neural networks require a vast amount of power and computing resources 
for training them, but are suitable for solving some of the most complex problems in 



 

 11 

ML including the ones based on the analysis of large data volumes and unstructured 
data. This can be image recognizing or Natural Language Processing. Deep Learning, 
another popular term right now, uses neural networks for training its models. In fact, 
Deep Learning simply combines several layers of neural networks following the para-
digm that the more layers do exist, the more complex problems can be solved.  

For comparing the different algorithms, the availability of data required for training, the time 
it takes to train the model and processing speed before a prediction is made are relevant crite-
ria. Of course, depending on the complexity of the problem to be solved, some of the algo-
rithms are unsuited. Table 2.1 provides a brief overview of advantages and disadvantages 
when using the algorithms described before [24]. 	
 

Algorithm  Advantages   Disadvantages 

Linear Regression Easy to build and use. Too simple for complex pre-
diction problems. Sometimes 
“overfits” to the data it is 
trained on. 

Logistic Regression Easy to build and use. Too simple for complex pre-
diction problems. Sometimes 
“overfits” to the data it is 
trained on. 

Decision Trees Easy to build and use. Too simple for complex pre-
diction problems. 

Random Forest Precise results based on average 
scores and fast to train. 

Not suited for real-time or 
very fast predictions since it 
takes long time to perform a 
calculation. Predictions are 
difficult to understand. 

Gradient Boosting Precise results based on average 
scores and fast to train. 

Small changes in the dataset 
can result in big changes to 
the model’s outcome. Predic-
tions are difficult to under-
stand. 

Neural Network Suited for very complex prediction 
problems and ML tasks. 

Take very long time for train-
ing. Require a lot of power 
and computational resources. 
Predictions are very difficult 
to understand. 

 
Table 2.1: Overview of Machine Learning Algorithms with their advantages and dis-
advantages.  
Source: Own depiction, based on http://dataconomy.com/2017/03/beginners-guide-
machine-learning/ 



 

 12 

Another highly interesting aspect made possible through ML is reinforcement learning, which 
is an unsupervised learning model. Here the focus lies not on a single outcome of the model, 
but on the sequence of actions resulting from many outcomes. Depending on this sequence of 
actions the machine being trained can adapt its behavior in such a way, so that it optimizes the 
outcome. Above all, ML also enables outlier detection, i.e. after detecting a new rule, the 
model can focus on trying to find an explanation for the data points not fitting into this pat-
tern. This can be helpful for detecting inconsistencies or anomalies that can for instance indi-
cate fraudulent insurance claims [25].  
Concluding, it can be said that ML is a cornerstone for Big Data since without it using Big 
Data would be pointless as no insights could be generated from the large amounts of data.   

2.1.3 Other Important Technical Terms 

After looking at Big Data and Machine Learning in the two previous sections, this one intro-
duces and explains a collection of various technical terms that will be used throughout this 
thesis. They include database and data processing paradigms and also several concepts for 
data analysis.  
 
NoSQL: Actually called Not-Only-SQL, this describes a paradigm in database technologies 
for storing datasets that are too big for conventional relational databases or do require sophis-
ticated analytics possibilities. The need for these new paradigms comes furthermore from data 
types (semi- and unstructured data), volume and velocity of the data. According to a defini-
tion by the National Institute for Standards and Technologies, NoSQL describes data models 
that “do not follow relational algebra for the storage and manipulation of data”. This means 
that data models in NoSQL databases are non-relational and often schema-less [21]. NoSQL 
databases are designed to deal with the following aspects that are very important when build-
ing Big Data systems: scalability, partition tolerance and high performance. The first one co-
vers capacities to deal with the volume of data. Partition tolerance refers to the ability of 
recovering after an outage without data losses whilst high performance guarantees high avail-
ability for applications requiring low latency and high velocity. NoSQL database systems run 
distributed on a high number of machines so that all these requirements can be fulfilled [30]. 
Additionally, consistency is a very important issue when it comes to databases. Although 
some NoSQL databases offer ACID5, they are not primarily designed for it. Most of them 
offer only weak consistency guarantees like for example eventually consistent6.  
NoSQL databases can be roughly classified in four categories [21, 30, 31]: 

• Column-Based: Data is stored in columns what makes it possible to perform fast read 
and search operations on the data when compared to relational databases where data is 

                                                
 
 
5 ACID stands for Atomicity, Consistency, Isolation and Durability. It is the consistency model used in relational 
databases and guarantees high consistency 
6 Eventually consistent is a consistency guarantee offered by many NoSQL systems. It means that a data item 
will be finally consistent if no updates were made on it for a certain time period. 
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stored in rows. Examples include Google’s BigTable, HBase and Apache Cassandra. 
One of the newest systems here is Apache Kudu that combines the advantages of 
HBase and HDFS by supporting both dynamic updates on data and fast analytics di-
rectly without the need for additional analytical frameworks [34, 35].  

• Key-Value-Store: Here data is stored in key value pairs with the values being re-
trieved through the key. It is possible to store both structured and unstructured data us-
ing a key-value-store. An example would be Amazon’s Dynamo or 
OracleNoSQLDatabase. 

• Graph Databases: These are used for describing the relationships between data items 
using graphs. The items are modeled as nodes and the relationships as links between 
the nodes with each of them having certain properties. Such databases are very helpful 
for network analysis in social networks or fraud detection. Examples include Neo4J or 
OrientDB. 

• Document Databases: Actually this is a form of a key-value-store where the data is 
made up of single documents. They are schema-less so that attributes can be added to 
any field needed thus enabling high flexibility compared to relational databases. Ex-
amples are MongoDB, CouchDB and IBMNotes. 

In some cases instead of storing data in databases it is also possible to put it into a distributed 
file system. Often the Hadoop Distributed File System (HDFS) is being used for this purpose. 
This makes it possible to easily store large amounts of data in files as HDFS was designed for 
mass-storage. It follows the write-once read-often principle, which means that data cannot be 
updated later but enables analytics directly on the data in HDFS. 
 
Data processing frameworks: In order to get an insight from the data collected, one has to 
process it so that analytical models can be applied to it. Processing means going through the 
data for detecting patterns or structures in it. This requires the usage of a processing frame-
work that has a so-called core engine the processing algorithms can run on. There are many 
different frameworks but they can be roughly grouped into two categories: Depending on the 
way they handle the data there are batch-oriented or streaming frameworks whilst some offer 
both, e.g. Apache Spark [32].  
Batch oriented frameworks are designed to process a huge amount of persistent data, e.g. his-
torical records. Thus, averages, totals and other scores can be easily calculated even when 
handling a huge dataset. However, batch processing is quite slow and hence not suited for 
real-time applications requiring high velocity. The most famous example for a batch-
processing framework is Apache Hadoop and is used by many companies working with Big 
Data. Its main components are HDFS, YARN and MapReduce. HDFS is the file system 
where the source data for processing is stored and takes care of data always being available 
for processing, even in case of a server outage. YARN (Yet Another Resource Negotiator) is 
a Resource Management component, which ensures that several processing tasks can run 
within Hadoop at the same time by coordinating the available resources. MapReduce that has 
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been developed by Google has been the algorithm at the core of Hadoop. It is responsible for 
executing the processing itself by extracting data from HDFS, dividing and distributing it be-
tween the machines, carrying out computations, and combining the results before writing 
them to HDFS [32]. However, MapReduce is increasingly viewed as outdated with new more 
performing algorithms available for data processing. In 2015 Cloudera, one of the largest Big 
Data services providers, decided to replace MapReduce as the core engine within Hadoop 
with Apache Spark. The reasons are that MapReduce is both difficult to implement and main-
tain and additionally not suited for velocity applications since it is too slow [33].  
Streaming frameworks process data directly as soon as it comes into a Big Data application. 
This means models are applied not to an entire dataset but to single data items when they en-
ter the system. In stream processing there is no complete dataset; there is only the data availa-
ble so far. Unlike batch frameworks, streaming frameworks keep only very few records about 
the state of data items. The state includes information about interim computing results or pre-
vious values of a data item. Although these frameworks can process large amounts of data as 
well, they can only take care of a few data items at a time. Since stream processing frame-
works do excel when it comes to low latency, they are perfectly suited for velocity applica-
tions requiring very quick data processing. An example for such a framework would be 
Apache Storm. Its processing capabilities are built on directed acyclic graphs that are called 
topologies. Each incoming data item will run through these topologies where processing steps 
will be applied to it. These processing steps are mostly simple operations that combined do 
form a topology. A topology is made up of streams, spouts and bolts. A spout is a data stream 
that enters Storm at the edge of a topology, e.g. through an API7 or a queue. A bolt is a pro-
cessing step that takes out data items and executes operations on them afterwards sending out 
the processing results as a stream. Apache Storm guarantees that each data item passing 
through it will be processed at least once what in cases of outages or failures can lead to mul-
tiple processing (duplicates). In order to bypass this, Trident, a high level abstraction of 
Apache Storm is available. Although Trident does solve the exactly-once problem and brings 
in some state to data items it also increases latency and uses micro-batching instead of direct 
stream processing. Besides Storm, Apache Samza is a framework that can be used for stream 
processing [32, 36]. 
One of the most famous data processing frameworks for streaming is Apache Spark. Howev-
er, it actually is designed for micro-batching rather than single-item processing in streams like 
Apache Storm. Micro-batching is a mixture of batch processing and streaming where small 
batches are processed very fast with keeping states of data items. Spark’s main goal is to im-
prove the speed of batch processing by using in-memory computing. This means that the per-
sistent storage layer is only accessed for loading data into Spark and sending computation 
results back there. Thus Spark is able to outperform Hadoop by 100 times concerning speed 
when run in-memory [37]. Just like Storm it uses directed acyclic graphs for defining the op-
erations to be performed on data items as well as the data items themselves. As Spark was 
initially designed to improve batch processing, there is a component named Spark Streaming 
                                                
 
 
7 API: Application Programming Interface 
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that is responsible for the “real” stream processing. It is basically a streaming pipeline that 
uses the micro-batching approach. The general principle behind Spark Streaming is splitting 
the stream into small data items that are than processed as very small batches. Thanks to its 
integration with Spark SQL and MLlib8, Spark Streaming can process stream data from vari-
ous sources and apply ML algorithms to it. The bottom line about Spark is that it is able to 
support both streaming and batch-processing thus making it possible to use only one frame-
work for all purposes. Spark jobs are easier to write than MapReduce jobs and it is also much 
faster than Hadoop, however as RAM9 is more expensive than disk storage, Spark can be 
more expensive concerning operating costs. Another example of a framework that enables 
batch as well as stream processing is Apache Flink [32, 36, 37]. 
 
Data Lifecycle: Another important issue that comes up when dealing with data storage in a 
Big Data context is the data lifecycle. Depending on the purpose of the Big Data application 
the traditional data lifecycle where data is first pipelined through an Extract Transform Load 
process (ETL) and cleansed before being stored persistently in a data warehouse are unfitting. 
Instead when dealing with large data volumes, data has to be stored in its raw state with 
cleansing, transforming and aggregating being applied at the time when the data is actually 
extracted for analysis. This approach is called schema-on-read. In other systems, which re-
quire very high performance (velocity applications) data is directly cleansed, transformed and 
aggregated as soon as it comes in for direct pipelining into the analytics components. The data 
itself is persistently stored only afterwards, thus giving the performance needed [21, 57]. 
Since Identity & Access Management (I&AM) is a very important topic when it comes to 
data privacy, labeling data with respective access attributes as soon as it is collected can be 
required for compliance reasons. This ensures that no one unauthorized can access potentially 
sensible data like e.g. Personally Identifiable Information (PII) or health data [9]. 
 
Text Analytics: Text analytics describes a collection of algorithms and concepts for extract-
ing insights from a large number of texts. In most cases these texts are text files. Text files 
belong to semi-structured data, with some so-called metadata about the file (author, date, sub-
ject, etc.) being available that make the categorization of texts easier. The content of the text 
file, i.e. the text itself is unstructured. Text files are often available in large amounts within 
companies stemming from reports, customer communication or similar sources. The goal is to 
gain new information from these sources by making the unstructured text file content struc-
tured in order to be able to analyze it10 [4]. However, text analytics on its own provides no 
added value: This can only be achieved by integrating the newfound insights into a decision-

                                                
 
 
8 Spark SQL and MLlib are two components within the Spark architecture. The first is responsible for querying 
and processing static data. MLlib is a library for Machine Learning containing models, data labeling and many 
more. Data for training the models can be extracted using Spark SQL and then pipelined to MLlib where algo-
rithms can be applied to it.  
9 RAM: Random Access Memory, it is needed for performing operations in-memory. 
10 Additionally text content can be retrieved from image files using OCR (Optical Character Recognition). This 
is particularly useful for text analytics in claims automation (see the respective Use Case in chapter 3).  
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making process within an enterprise application or another Big Data system. Text analytics is 
strongly about segmenting texts: From letters and punctuation marks to sentences and para-
graphs. Developing a structure within texts requires the usage of semantic resources like tax-
onomies, thesauri and dictionary, which provide the data used to train a text analytics system. 
Depending on the goal of the system it can also be trained with text files it will later be ana-
lyzing in future, for instance insurance claims or doctor’s remarks on an attestation. Further-
more techniques for analyzing the texts are needed with the algorithms applied here often 
coming from the field of ML [26]. The terms text analytics and text mining are often used 
synonymously, but actually, in spite of some overlaps, text mining is rather about the algo-
rithms used for analyzing the documents. Text analytics covers much more, e.g. extracting 
and preprocessing the text documents but also visualizing the results. So text mining can be 
regarded only as a part of the entire text analytics process [26].  
Text analytics can be used in various scenarios. Besides categorizing and clustering text files 
it is also possible to extract the main concepts from a text and summarize it by analyzing its 
content. Thanks to this, entities like customers, products, activities or any other information 
that can be turned into data and that can be analyzed can be extracted from a text. Text analyt-
ics is also the basis for sentiment analysis, however, this requires complex algorithms for ana-
lyzing the context of words used in a text [4, 26].  
 
Sentiment Analysis: Often named a subfield of text analytics, sentiment analysis has the aim 
to classify the sentiment or attitude within a text or spoken speech. The latter is made possible 
through converting voice to text data [26, 27]. Simple classifications can contain categories 
for describing polarities like e.g. positive, neutral or negative. More complex ones have more 
stages, e.g. a number scale from 1 to 10 or a set of types created for one’s own purposes. The 
more stages in a classification there are, the more difficult it gets to train the models but the 
more precise the sentiment analysis becomes [28]. Just like text analytics, sentiment analysis 
applies ML algorithms and concepts from computational linguistics for analyzing the data.  
It can be used for many different purposes within a company, for instance to track the attitude 
towards a product, a service or the entire company in social media and react respectively if 
needed. This can be particularly important for customer analytics since 90% of customers rely 
on customer reviews compared to only 14% relying on advertising when buying a new prod-
uct [4, 27]. In a customer support department it can be used to prioritize tasks: If a customer is 
already outrageous then his request will be handled with highest priority in order not to lose 
the customer. In another example researches from the Penn University used sentiment analy-
sis based on Twitter data for scrutinizing the attitude towards newly introduced vaccines [29]. 

2.1.4 Big Data in Insurance 

Insurance companies have traditionally been data processors using historical data to price 
risks. However, the data amounts underwriters and actuaries were working with so far, are 
quite small compared to what has appeared now with the upcoming of Big Data. Big Data has 
the potential to transform the insurance sector entirely. Within a company almost all depart-
ments are affected by it: In the front office marketing and product development will change. 
In the back office pricing, underwriting and risk assessment will be conducted in a new way 
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using data from various new sources. And finally in claims management a much faster and 
almost fully automated claim settlement is not far away [2, 40]. The more data someone has, 
the better he can price risks associated with a potential customer since the risks become more 
individualized due to the data available about a customer. This opens lots of business oppor-
tunities for US internet giants like Google or Amazon that have large amounts of customer 
data and customer interactions. They now could offer insurances to low risk customers they 
could easily identify based on the analysis of their customer data. But it is not only internet 
giants or insurtechs11 who could enter the insurance market: The food-retail company Tesco 
already offers house insurance to its customers in the UK [39]. 
Most insurance companies are highly interested when it comes to applying Big Data in their 
businesses, nevertheless most have not yet implemented projects that go beyond a PoC or 
development stage. In a survey conducted by BearingPoint, a consultancy, less than a quarter 
of all insurers questioned said they were beyond this stage and only 10 % had a company-
wide Big Data strategy [39]. Since the advantages that can be reaped through Big Data are 
enormous, insurers should do more to roll out Big Data applications organization or business-
line wide. 
Besides the pricing advantages a better customer experience is possible using Big Data. AIG, 
Aviva and Prudential, all large-scale insurance companies, analyze credit card and sales data 
in order to detect a correlation between them and the results of health checks. The underlying 
models proved to work and besides the fact that the customer does not have to go to various 
health checks the insurers can save money: A data analysis costs five dollars compared to 125 
for a health check involving blood and urine samples [38]. Furthermore the automation of 
internal processes, a better understanding of the customer and improved fraud detection can 
be achieved by using Big Data (for a detailed overview of possible Big Data Use Cases in 
insurance, please refer to chapter 3). In a joint study Google and Bain & Company reckon that 
the German P&C insurers can grow by 4 billion through additional premiums while cutting 
their operating costs by another 14 billion in total [1].  
One of the main challenges when talking about Big Data in insurance is the lack of data. Alt-
hough they have silos full of customer, health and property data, there are not enough cus-
tomer interactions that could generate new data. The reason is the nature of an insurance: 
After completing an underwriting and risk assessment process where the customer passes data 
to the insurer, they have no intersections until a claim situation appears. And whilst in health 
and P&C insurance there are several interactions at least in claims settlement, in life insurance 
there are almost none. Therefore, insurance companies have to identify new data sources. 
These can reach from services offered – e.g. wearable devices in health insurance – or be ex-
ternal data bought from providers in order to invigorate risk assessment and pricing. A very 
important issue here is to act first in order to acquire good partners and negotiate reasonable 
contracts with them since the one who owns the data, also has the best opportunities in a data-

                                                
 
 
11 Insurtech: A combination of the words insurance and technology, it is used for describing start-ups offering 
technology-based products in the insurance sector. 
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driven environment. The ones who act early outperform their responsive competitors by two 
percentage points on revenue and EBIT12 growth [2].  
Yet another reason for the poor performance of insurance companies in Big Data so far is the 
lack of knowhow in this field. In the BearingPoint survey mentioned before, 16% of the com-
panies questioned said they don’t know enough about Big Data and 53% said, they had expe-
rienced difficulties when hiring new people having the required knowledge. One consequence 
is that due to the lack of knowledge about Big Data, decision makers within insurance com-
panies are not willing to try out something new using it: only 35% are ready to implement any 
innovative applications associated with Big Data [39]. One of the most important ramifica-
tions of the lack of knowledge is however the approach to Big Data projects. With only a 
small minority having a Big Data strategy, most insurers have passed the responsibility for 
Big Data projects entirely into the hands of their IT departments [39]. This causes an almost 
complete absence of business aspects in Big Data projects what inevitably leads to the out-
come that eventually projects do not generate the expected added value and thus fail, in spite 
of the fact that they have a good technological foundation. Finally customers are often unwill-
ing to share their data with an insurance company, particularly in a country like Germany, 
where data privacy is regarded as very important (see also figure 2.1). Especially when it 
comes to sensitive data like for instance health data (only a third are willing to share) or in-
stalling cameras at home (less than half are willing to do this) customers are very restrained 
when asked to share these data with their insurer. Nevertheless with time the readiness rises – 
the key point here is making a compelling offering to the customer, so that he can see the 
added value for himself when sharing his data [41]. An example for such an offering could be 
Google in the search engine sector: because it has one of the most precise search engines and 
offers many additional services for free, its market share in 2016 in Germany was 94.5% and 
89% worldwide [42].  
Although there are many different approaches on how to deal with Big Data in the insurance 
sector, a selection of recommendations from leading consultancies includes the following [1, 
2, 39]:  

• Focus on the Customer: Big Data offers various possibilities for analyzing what the 
customer really wants and insurers definitely should use them. Since customers can 
nowadays easily compare product offers from different insurance companies, custom-
er retention, providing a good customer experience and excellent products will be of 
gargantuan importance for each insurer.  

• Partnerships: In the digital economy scale and network effects can give a great boost 
to a business. By entering strategic partnerships with other companies (e.g. car manu-
facturers or health service providers), insurers can build up far-reaching networks for 
offering additional services to their customers and getting more data about them. This 
external data can help solving the problem of the lack of own data mentioned before.  

                                                
 
 
12 EBIT: Earnings before interests and taxes; a financial ratio used to calculate a company’s revenue. 
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• Technological Excellence: Although it is heavily advised to involve business aspects 
when implementing Big Data projects, an excellent technological foundation remains 
very important. In order to remain ahead of competitors, insurers have to lead techno-
logical innovations. This can be achieved by launching PoC versions of new products 
built using newly upcoming technologies. This of course requires having experts in 
Data Science and Data Engineering in-house, for example in form a Research & De-
velopment unit.  

• Speed and Agility: This envisages both moving quickly and being able to adapt to 
changes. As mentioned before, the insurers who will start implementing Big Data pro-
jects and building a partnership network first will be able to get the biggest share of 
the pie. Being agile is a guarantee for being able to react quickly to market changes, 
both in business and technology. However, in many companies this will require a 
change in the culture, as decision-making and development will have to become faster. 
The architectures will have to become more flexible so that technologies and products 
can be replaced quickly and easily.  

If insurance companies do take these steps, they can give rise to great opportunities for their 
businesses but if not, they risk to become laggards and eventually be wiped out by their more 
innovative competitors. In the following chapters, possible insurance Use Cases in Big Data 
along with the requirements it takes to implement them are outlined.  

2.1.5 Big Data and Privacy 

Depending on the country and region, data protection is regarded as more or less important. 
Whilst in the US customers are ready to share their data with a company, in Germany on the 
contrary customers are rather unwilling to do this (see figure 2.1). This cultural difference can 
also be seen in regulation: metadata has to be secured in the EU but not in US [47]. Particular-
ly in Germany data privacy is regarded as vital – with the BDSG13 being the main German 
law on data privacy regulation. Big Data, which is based on collecting a large amount of (of-
ten customer) data, makes it possible to create very precise customer profiles. Although they 
are very helpful to companies, it is questionable whether using Big Data does comply with the 
principle of purpose-relation. The BDSG states that only as few PII as possible is allowed to 
be collected, stored and processed [48]. According to data privacy activists, collecting large 
amounts of data as needed for Big Data and applying prediction algorithms to them contra-
dicts this principle [49].  
So far a number of different laws have regulated data protection in Germany and the EU lead-
ing to a judicially unclear and complex situation. In May 2018 a new law for regulating data 
privacy in the entire EU will come into effect; the so-called General Data Protection Regula-
tion (GDPR). GDPR imposes a number of new laws that have far-reaching consequences for 
applying Big Data in a company. Since violations can result in fines up to four percent of the 
                                                
 
 
13 BDSG – Bundesdatenschutzgesetz  
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previous year’s turnover, GDPR has to be taken seriously. First of all it has to be said that 
GDPR is only relevant if PII (Personally Identifiable Information) is involved. As already in 
force in the BDSG, PII can only be stored and processed with the consent from the customer 
and also following the principle of purpose-relation. What is new however, is the right of the 
customer not to be the subject of a fully automated decision leading to a “legal implication” 
for him (e.g. in a credit loan process or a claim settlement). This means a human employee 
has to check the results provided by a Big Data system. In case a customer’s application gets 
rejected, he has the right to get an explanation of the decision and also the right to challenge it 
[50]. This brings up the question what does explaining an algorithmic decision actually mean 
hence e.g. the way how a model based on neural networks has calculated its outcome are al-
most impossible to understand. Above all the customer has the right to get all PII data collect-
ed about him from a company in a “structured, commonly used and machine-readable format” 
so that he can transfer it to another company. This is called the data portability – a right that 
could lead to more competition as well as better products and services for the customers [50]. 
Finally, GDPR envisages the right to be forgotten: if a customer withdraws his consent to 
processing his PII or it is not needed in relation to the purposes for which it has been collected 
initially, the company has to delete all data on him [51]. In fact GDPR brings up limitations to 
Big Data and raises several questions, especially when it comes to using ML. If a customer 
switches a company and takes his data with him or asks for deleting the data saved about him 
the data nevertheless stays within the “decision rules” a ML algorithm uses and was trained 
on. A possible solution could be retraining the models without the customer’s data, although 
this is very costly and rather infeasible. Nevertheless GDPR also opens opportunities for 
business and creates a mutual basis for data protection in the EU thus making it easier for 
companies to operate concerning data privacy regulation. 
As data privacy is such an important issue and the cornerstone for building trust, it will be 
addressed both in the requirements analysis phase and afterwards in the design of the new Big 
Data Reference Architecture for the insurance sector.    
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Figure 2.1: Customers’ readiness to share their navigation data with companies. 
Source: Car Data: Paving the way to value-creating mobility. Page 7. McKinsey & Company - Ad-
vanced Industries, Nr. 03, 2016. 

  



 

 22 

2.2 Requirements Engineering 

2.2.1 Common Process 

Requirements Engineering is regarded as one of the most important steps in software engi-
neering and takes about 30% of project time [43]. When done properly, it can provide a good 
foundation for the system design and development as the functionality and components need-
ed for the system become clear during the Requirements Engineering process.  
First it is important to understand what a requirement is. Generally spoken, it is the ability or 
property of the system requested by a stakeholder for solving a problem, achieving an aim or 
fulfilling a contract [43]. A stakeholder can be a user of the developed system or a customer 
who is buying a product that is supported by the system. Since requirements can be the basis 
of a contract between the software provider and customer, they have to be described precisely 
and unambiguously. On the other hand it should be possible to adjust them later during the 
project in case the circumstances do change, so the requirements should also be flexible [43, 
45]. Requirements Engineering envisages defining the requirements that need to be covered in 
order to build a software system. It consists of two main activities [44]: 
 

• Requirements Elicitation: Here the requirements for the system are identified using 
terms understood by customers and users. The elicitation takes place in close collabo-
ration with the users and customers, often involving interviews and workshops in or-
der to understand their needs. The requirements are then reconciled with the different 
stakeholders, analyzed for their feasibility and consolidated before being written 
down for documentation purposes. The final result of this process step is the Re-
quirements Specification document that describes the purpose, functionality and envi-
ronment of the system to be developed on a high-level using abstractions. Its main 
goal is to show what the system does and not how it does it.  	

• Analysis (Modeling): Here the first steps of the system design take place. The system 
to be developed is described using a semi-formal modeling language, e.g. UML or 
BPMN. The result is a so-called technical specification that is used as the foundation 
for the development by business analysts and programmers and already contains de-
tailed descriptions. After it comes the system decomposition and the detailed design 
of the system.  	

Requirements can be classified in two categories [44, 45]: 
 

• Functional: As the name already tells, a functional requirement describes the func-
tionality of a system. The functionality is basically what the system does do if a user 
interacts with it through a user interface, for example the execution of a sequence of 
functions. It also covers the relationship between inputs and outputs in the system. A 
functional requirement can also state what the system shouldn’t do in specif-
ic/abnormal situations and is formulated independently from the actual implementa-
tion.  
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• Non-Functional: In most cases these do refer to the system as a whole instead of one 
single feature in it and thus have a great impact for the system’s architecture. Non-
functional requirements deal with the three following topics: performance, quality re-
quirements and constraints. In performance requirements the system’s speed, recov-
ery and response times and the availability are described. When it comes to a 
distributed Big Data system, they are very important hence they are relevant for the 
system’s stability. Issues like the number of simultaneous users or the amount of data 
processed are clarified here. Quality requirements include aspects like adaptability, 
maintainability and security. Constraints – or pseudo-requirements – are additional 
limitations to the system design brought up either through compliance or through the 
customer. This can be for instance the requirement to implement the system in a spe-
cific programming language or the need to comply with regulatory standards. Fur-
thermore, organizational requirements have to be considered when eliciting and 
analyzing non-functional requirements.  

Before starting an implementation and particularly before rolling out the system, it makes 
sense to validate them with the customer, as the cost of solving a requirements error after a 
roll-out are up to 100 times more than fixing an implementation error.  
Finally, it is vital to document the requirements after their elicitation and reconciliation. This 
is helpful for the customer and the provider of the system as well – especially managers, ana-
lysts, developers and testers can use it to get a better understanding of the desired system. 
Whilst there is a common understanding of what a Requirements Specification document 
should include (refer to Requirements Elicitation explained before), the description of single 
requirements can vary depending on the goal the respective project and system. Often tem-
plates are used for describing single requirements in order to have a comparable and struc-
tured visualization of them [44]. In the following section a template to describe requirements 
for a system implementing Big Data Use Cases will be introduced.  

2.2.2 Operationalizing Use Cases Based on Requirements 

Requirements Engineering lays the foundation for a proper system development. For having a 
profound Requirements Engineering process it is needed to first elicit the requirements and 
then document them using a template. But how is this all related to Big Data? When develop-
ing a Big Data system it is essential to understand both the business and the technical back-
ground of the Use Case to be implemented. Therefore it is needed to analyze requirements 
that have to be met before a Use Case can be operationalized.  
In 2012 the White House called for a Big Data Research and Development project that led to 
the setup of a workgroup under the guidance of the US National Institute of Standards and 
Technologies (NIST) – the so-called NIST Big Data Public Working Group. It is made up of 
various participants from the industry, universities and governmental institutions. The goal of 
the workgroup was to develop a set of cross-industrial Big Data artifacts, including defini-
tions, security standards and finally a Big Data Reference Architecture [7]. As the aim of this 
thesis is to design a Big Data Reference Architecture for the insurance sector, the approach 
chosen by the NIST workgroup is highly interesting. For developing their Reference Archi-
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tecture, the NIST workgroup started out by collecting a number of cross-industrial Use Cases 
– in total 51 of them. The Use Cases covered many areas from government and defense over 
commercial and social media to life sciences and physics. Each Use Case was then analyzed 
concerning the requirements needed to implement it. The Use Case specific requirements 
were afterwards scrutinized for deriving generic, cross Use Case requirements from them and 
finally map these generic requirements to components in the Reference Architecture [6].  
A similar approach is also applied in this thesis. In chapter three several Big Data Use Cases 
are presented for the insurance sector whilst chapter four outlines the requirements for these 
Use Cases and chapter five introduces a Reference Architecture for the insurance sector based 
on the requirements. In order to elicit the requirements for the Use Cases, expert interviews 
and a literature analysis were conducted. This ensures that the Reference Architecture devel-
oped addresses insurance Use Cases and is tailored to their needs. The requirements are de-
scribed using a template that is based on a template the NIST workgroup used [6] and has 
been modified slightly according to the NIST Use Case description template [46]. Further-
more, a few categories were added that resulted from questions asked in the expert interviews 
for evaluating the Use Cases in this thesis (for the Use Case evaluation methodology please 
refer to section 3.3.). The template is made up as follows: 
 

1. Use Case Title	
2. Use Case Description	
3. Big Data Characteristics	

1. Data Sources: The data sources used for delivering the data for operationaliz-
ing a Use Case are listed here. However, they are not limited to all data sources 
that could be used for a Use Case. For some Use Cases not all sources named 
here have to be necessarily used in order to implement the core Use Case. 	

2. Volume: States how high the amount of data is for each Use Case. Since a de-
tailed analysis of this was not possible within the scope of this thesis, the vol-
ume category is limited to a qualitative comparison of data volumes between 
the Use Cases. 	

3. Velocity: States whether data is streamed or batch-loaded from the data 
sources. 	

4. Variety: Depending on the amount of sources, it can be needed to integrate the 
data within a data lake. Several Use Cases can then use the data lake in order 
to access the data needed for the respective analytical models.	

4. Big Data Science	
1. Veracity and Data Quality: Describes the quality of the data coming from the 

input sources. In case the data has low quality, cleansing mechanisms need to 
be applied here.	

2. Presentation & Operationalization: Explains how and to whom the results of 
the data processing need to be presented. It also covers possible scenarios for 
post-processing the results in other applications or systems.	

3. Data Types: States which types of data are used in the Use Case: structured, 
semi-structured or unstructured. 	
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4. Data Analytics: The analytical models and frameworks required for analyzing 
the data are described here (e.g. ML algorithms). It is also noted whether real-
time or batch-oriented data processing have to be used. 	

5. Security and Privacy	
1. Personally Identifiable Information (PII) used?: States whether PII is required 

for operationalizing the Use Case.	
2. Highly Sensitive Data Used?: States whether any sensitive data (besides PII, 

e.g. anonymized health data) is needed for the Use Case. The consequence is 
often the need for high IT-Security and I&AM standards within the system. 	

3. Governance, Compliance & Audit: The NIST workgroup template refers to 
governance as a process for ensuring high data quality and assigning the re-
sponsibility for it to the respective department. In this thesis governance is 
used together with compliance and describes which processes have to be set up 
in order to ensure compliance with regulatory standards (e.g. GDPR or other 
data protection laws).	

6. Organizational Requirements	
1. Knowhow: This part describes whether additional knowhow is needed in the 

insurance to operationalize the Use Case. For intellectual property and non-
disclosure reasons, the respective results will be published only inside the in-
surance company where the interviews have been conducted.  	

2. External Partners: If an external partner is needed for operationalizing the Use 
Case, he and his role is mentioned here. A cooperation partner can act as a 
provider of external data or be the manufacturer of a sensor device that is 
needed to collect data.	

7. Other Big Data Challenges: Any specific challenges and requirements not covered in 
the sections before are written down here. Additionally this part is used for summariz-
ing the most important issues from the sections before. 	

Figure 2.2 shows the requirements template as an Excel-spreadsheet for getting a better over-
view of it. 
 
Use	Case	Title	 		
Description	 		
Big	Data	Characteristics	 Data	Sources	 		

Volume	 		
Velocity	 		
Variety	 		

Big	Data	Science	
Veracity	and	Data	Quality	 		
Presentation	and	Opera-
tionalization	 		
Data	Types	 		
Data	Analytics	 		
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Security	and	Privacy	 Personally	Identifiable	In-
formation	(PII)	used?	 		

Highly	sensitive	data	used?	 		

Governance	&	Compliance	 		
Audit	requirements	 		

Organizational/Business	
Requirements	

Knowhow	 		
External	Partners	 		

Other	Big	Data	Challenges	 		
 

Figure 2.2: Big Data Requirements Template  
Source: Own depiction 
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2.3 Reference Architecture 

2.3.1 Definition 

Although defined differently, most people agree on the fact that IT-architecture plays a major 
role in software design and development. Before turning to the Reference Architecture it is 
needed to understand what IT-architecture actually is. According to the IEEE14, architecture is 
“the fundamental organization of a system embodied in its components, their relationship to 
each other, and to the environment, and the principles guiding its design and evolution” [52]. 
TOGAF15, an architecture framework, offers the following two definitions, depending on the 
usage context: “(1) [Architecture is a] formal description of a system, or a detailed plan of the 
system at component level, to guide its implementation. (2) [Architecture is] the structure of 
components, their inter-relationships, and the principles and guidelines governing their design 
and evolution over time” [53]. So generally spoken architecture is a collection of artifacts that 
describe the set-up of a system by defining the relationships between them. An artifact can for 
example be an architectural component (e.g. a data lake in a Big Data context) or a guideline 
that governances the design of a system. Eventually IT-architecture creates the foundation for 
a structured system design and development. 
However, architecture is not always the same – several types of architectures do exist that 
vary depending on the usage context. TOGAF names the following three main architecture 
fields16 [54]:   

• Business Architecture: Here the business strategy, core business processes, business 
capabilities and the organizational structure are defined. The interrelation between all 
the artifacts named is described in this section – as are the high-level business re-
quirements. Business Architecture is closely related to other business topics such as 
enterprise planning or business product development and has to be reconciled with 
them. It is also the precondition and baseline for designing the other architectures.  

• Information System Architecture: In some cases also called Solution Architecture, 
it is made up of two parts:  

o Data Architecture: All data objects, entities and their relationships needed for 
implementing the business processes and functions that were defined in the 
Business Architecture are listed here. A deeper view provides also the attrib-
utes for each data entity. Aspects like data integration, transformation, quality, 
migration (in case an existing application will be replaced with a new one), 
storage and governance are addressed in the Data Architecture as well.  

                                                
 
 
14 IEEE: Institute of Electrical and Electronics Engineers – a professional association that publishes trade jour-
nals and develops standards in the area of Electronics and Information Technology.  
15 TOGAF: The Open Group Architecture Framework. 
16 The architecture subcategories listed here are part of the Architecture Development Method (ADM), TOGAF 
presented for managing IT-architecture in an enterprise. Besides them, ADM also includes aspects like e.g. im-
plementation guidelines or architectural change management.  
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o Application Architecture: Here the applications and (sub-) systems required 
for enabling the business processes are described thus giving an overview over 
the application landscape. Furthermore, it includes the description of the ap-
plication’s relationships to each other. From a more detailed point of view, es-
pecially concerning (sub-) systems, the interfaces between them are covered 
by the Application Architecture, too. The Application Architecture relies upon 
the data objects identified in the Data Architecture for designing the entire 
software architecture.  

• Technology Architecture: Sometimes also called technical architecture, this part of 
architecture deals with logical and physical infrastructure issues, including the infra-
structure landscape, its setup and operation. Above all the server nodes are mapped to 
the applications that run on them and the network protocols for the communication 
between systems and nodes are defined.  

Another term worth mentioning is Enterprise Architecture: it provides a holistic, high-level 
overview over all the other architectures explained previously by elaborating enterprise-level 
standards, designs and guidelines. According to Gartner Enterprise Architecture is an “enter-
prise planning process that translates an enterprise’s business vision and strategy into effec-
tive enterprise change” [55]. Given this definition, one sees that Enterprise Architecture can 
be defined quite broadly, just as most other terms in IT architecture.  
Finally the term Reference Architecture has also no unique definition. Seen from a more 
technical point of view, a Reference Architecture is a set of patterns designed for being used 
in a specific technical or business context and supported by a further set of artifacts. Other, 
more business-oriented definitions take also business goals and organizational aspects into 
account [56]. Based on this it can be said that a Reference Architecture should present a 
standardized solution consisting of functional architectural components for a specific domain 
or industry problem. The components should cover both technological issues on an abstract 
level (e.g. data integration or data processing) and business requirements (e.g. for complying 
with regulatory standards). In a Big Data context a Reference Architecture should provide a 
conceptual standard or model that can be used as baseline or blueprint for developing Big 
Data systems. This standard should contain all components required for building a Big Data 
system in the respective domain whilst ensuring that the components are vendor-, product- 
and technology-neutral. This means in case of a real-time data processing component the 
component will not be named Apache Spark but e.g. “real-time processing engine”. Further-
more the Reference Architecture should introduce some common terms understandable for 
stakeholders both from business and technology [7]. Since the Reference Architecture should 
cover business needs, the components should be functionally motivated. Finally security and 
data privacy issues have to be addressed by including the respective components into the Ref-
erence Architecture.  
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2.3.2 Analysis of Existing Big Data Reference Architectures 

When the NIST workgroup developed its new Big Data Reference Architecture, besides ana-
lyzing Big Data Use Cases, it asked companies and academic institutions to submit their own 
Big Data architectures. The goal was to compare the structure of existing Big Data architec-
tures in order to identify components that exist in most Reference Architectures. The same 
approach is also used in this thesis. Since the NIST workgroup already provides a good over-
view over common components, the result of their research is used here as well; it can be 
found in section 2.3.3. The Big Data architectures analyzed by the NIST workgroup were the 
following [8]: 

1. ET Strategies  
2. Microsoft 
3. University of Amsterdam  
4. IBM  
5. Oracle  
6. EMC/Pivotal  
7. SAP  
8. 9sight Consulting  
9. LexisNexis 

In this section an analysis of three more Big Data Reference Architectures from NTT Data, 
Google and Microsoft Azure is conducted. 
 
NTT Data: NTT Data, a consultancy, presents a Big Data Reference Architectures where all 
components are grouped into three main categories: Data Platform, Analytics Platform and 
Management Platform. The components in these platforms in turn consist of a number of sub-
components that are briefly described here. Additionally to the platforms NTT Data’s Refer-
ence Architecture also lists possible data sources including media, sensors, databases, files 
and social media data thus covering most types of data [86]. Figure 2.3 shows an architecture 
diagram where NTT Data’s Reference Architecture is depicted. 

• Data Platform:  
o Information Gathering: Covers all mechanisms needed for ingesting data in-

to the platform such as streaming, messaging and ETL. Furthermore basic val-
idations and transformations are executed here. A task scheduler for managing 
the available resources is in place as well.  

o Information Store: This layer offers technologies for storing the available da-
ta. It ranges from conventional relational databases over document storage to 
technologies for storing massive amounts of data such as NoSQL. For enabling 
fast access to data In-memory databases exist.  

o Data Processing: Here are the technologies for processing large amounts of 
data and/or processing data at high speed, e.g. through distributed parallel pro-
cessing. Conventional data processing, for instance by using Rules Engines, 
can be found here as well as data enrichment.  
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• Analytics Platform: 
o Data Analytics: This layer covers the technologies required for getting in-

sights from the data such as ML, Text and Data Mining, and Natural Language 
Processing. Furthermore mechanisms for simulating and optimizing the ML 
models are available here. 

o Decision Support/Utilization: Here various tools and mechanisms for pre-
senting and visualizing the results from the data analysis are covered. Further-
more possible consumers of these results such as Business Process 
Management or search functions can be found here. Interestingly Online Ana-
lytical Processing (OLAP) is mentioned as a single element in this layer, alt-
hough the complete OLAP process covers many other components such as 
Information Gathering, Data Processing and Data Analytics. 

• Management Platform:  
o Governance: All processes for data lifecycle management, ensuring high data 

quality and data audits can be found here. Furthermore the highly important 
aspect of IT Security is covered here. 

o Infrastructure: Any tools or technologies required for operating the compo-
nents from the Big Data Reference Architecture are covered here. The goal of 
this layer is ensuring scalability, performance and availability.    

 
Figure 2.3: NTT Data’s Big Data Reference Architecture   

Source: Page 3, [86] 
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Google: Google’s Big Data Reference Architecture (or Google Cloud Platform Architecture -
GCP) consists of four main stages: Ingest, Store, Process & Analyze, and Explore & Visual-
ize. The data passes these four stages from left to right. Although no infrastructure, govern-
ance or security components are shown in the provided architecture diagram (figure 2.4), 
GCP of course offers all these components [87]. Next, an overview over the components 
within GCP is given, although not each of them is described here in detail.  

• Ingest: It provides tools for collecting any incoming data and pipelining it to the Stor-
age layer. Specifically, GCP provides tools for three possible sources: application da-
ta, streaming data and batch data. Application data can come from click-streams or 
transactions as well as application monitoring systems and will pass Stackdriver Log-
ging (a component designed for log transfer). All this data can either be streamed or 
batch-loaded to the target storage or processing system, depending on the latency re-
quired for the respective Use Case. Streaming can be needed e.g. for pipelining sensor 
or clickstream data by using Cloud Pub/Sub, a real-time messaging service offered by 
GCP. Bulk data eventually can be loaded as a batch from the respective source, be it a 
relational or NoSQL database, or another existing cloud storage e.g. at Amazon Web 
Services (AWS). Here GCP also provides a number of tools, e.g. Cloud Transfer Ser-
vice or Transfer Appliance [87]. 

• Storage: In this layer GCP provides a number of storage technologies for keeping the 
data that came in during the Ingestion phase. With Cloud Storage GCP has got an ob-
ject (file) storage for both structured and unstructured data. It can store data from ETL 
processes or media and is integrated with many other GCP components, like e.g. ML 
APIs. Cloud Storage guarantees fast access to data and can be configured for both fre-
quent or seldom data access. When it comes to database storage, GCP covers both re-
lational and NoSQL databases. Cloud SQL makes it possible to store any data 
intended for a conventional database such as Online Transactional Processing (OLTP) 
data or customer data. With Cloud Spanner there is now a relational database that 
guarantees not only ACID consistency but is also highly scalable for large loads of da-
ta. Cloud Datastore is a document database with a flexible, yet structured data schema 
ensuring high scalability. Cloud Bigtable is a column-oriented NoSQL database that 
was designed for guaranteeing high throughput and low latency for large datasets. It is 
comparable to other NoSQL databases HBase or Cassandra and can be used for stor-
ing IoT sensor data, real-time application and streaming data. Finally GCP offers also 
an analytical database – BigQuery. It can be seen as a Data Warehouse for Big Data 
that makes it possible to execute both real-time and conventional analytics on data 
stored there. If necessary – for instance in a velocity application – data can be pipe-
lined directly to Big Query for being analyzed there. BigQuery is also a possible solu-
tion for OLAP tasks [87].  

• Process & Analyze: Simply storing data is not enough – it has to be analyzed for de-
riving insights from it so that the company’s business can benefit from it. Again GCP 
offers a number of tools that can be used for processing and analyzing data. When it 
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comes to analyzing large datasets, distributed processing clusters are required. By us-
ing Cloud Dataproc, companies can move their existing Hadoop or Spark clusters to a 
service that administers and monitors these clusters and above all enables integration 
with other GCP components, e.g. from the Storage layer. Cloud Dataflow is a service 
for optimizing both stream and batch-oriented processing tasks by offering on-demand 
resources instead of having a predefined cluster size. One can use Apache Beam (a 
programming model) for writing ones own batch and streaming data processing pipe-
lines and then deploy them to Cloud Dataflow. It is also integrated through connectors 
with various products from the Storage layer like Bigtable or Cloud Storage [88]. 
Since BigQuery is an OLAP solution it has to ensure not only the respective storage 
functionalities but also the analytical and querying capabilities needed for Business In-
telligence or real-time analytics. Finally ML is a very important aspect in GCP’s Pro-
cess & Analyze layer. Here GCP provides two things: the first is a legion of ML APIs 
for proven models that have already been trained by Google. These API’s include text 
analytics (Cloud Natural Language API), image processing and recognition (Cloud 
Vision API), audio data analysis, video recordings analysis (Cloud Video Intelligence 
API) and language translation. The second thing is Google Cloud Machine Learning. 
It can be applied for executing and training models a company has developed on its 
own by using TensorFlow, Google’s ML framework. TensorFlow offers a wide range 
of ML algorithms including Deep Learning and is highly scalable as well. After a pre-
processing stage, TensorFlow models are converted into models that can run on Cloud 
Machine Learning (also called graph building) where they are afterwards trained on a 
large dataset. Finally when a model has been trained it is used for making predictions 
[88]. Above all it is also possible to deploy ML models on GCP that were developed 
with other ML tools such as MLlib from Apache Spark. 

• Explore & Visualize: In this layer GCP provides several tools for visualizing the re-
sults of the calculations from the Process & Analyze layer. With Cloud Datalab data 
scientists can explore datasets by executing test models (that were developed for ex-
ample with TensorFlow) and see their outcomes directly – this approach is also called 
sandboxing). Cloud Datalab is intended for visualizing the results and the data from 
data science calculations and analyzes. For visualizing data from any kinds of Busi-
ness Intelligence analyses Cloud Data Studio is available, where it is possible to create 
drag-and-drop dashboards, reports or other visualizations. When integrated with 
BigQuery data has not to be imported to Data Studio but can be accessed directly thus 
enabling a visualization of real-time analytics. Above all BigQuery can be integrated 
with external providers of data visualization tools like e.g. Tableau [87].  

An aspect that is not depicted in the architecture diagrams but nevertheless is highly important 
is coordinating tasks executed by GCP’s various components through resource management – 
Google calls this orchestration. Orchestration also includes monitoring the entire platform for 
stopping tasks if needed or triggering new workflows [87]. Finally figure 2.5 presents a possi-
ble data pipeline (with a slightly altered data flow concerning the layers) built from some 
GCP components that are shown in figure 2.4. 
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Figure 2.4: Google’s Big Data Reference Architecture  (Google Cloud Platform) 

Source: [87] 

 
Figure 2.5: Google’s Big Data Reference Architecture in action 

Source: [89] 
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Microsoft Azure: The architecture described here is different from Microsoft’s architecture 
analyzed by the NIST workgroup as it shows which technologies Microsoft Azure does offer 
for a Big Data architecture as of today (figure 2.6). Like the architecture diagram showing the 
components in GCP (figure 2.4) Microsoft’s architecture presents a number of technologies 
that can be used in the different phases of a data pipeline. Depending on the Use Case or pro-
ject that has to be implemented, the required components can be selected and put into a solu-
tion architecture. Microsoft Azure is able to take in data from many different sources, such as 
sensors, transactional or CRM systems, social media and so on. A cross-layer component is 
Data Factory, an orchestration tool that takes care of coordinating task execution by single 
components (when they process data workloads) and distributes existing resources amongst 
them. It is also worth noting that the Streaming and Batch layers introduce technologies for 
both ingesting the data and also processing it so that these two phases of a data lifecycle are 
somewhat intermixed here. After data comes in from one of the sources it passes the follow-
ing layers (not necessarily all or in this order) [91]: 
 

• Streaming: For any data that has to be loaded at (near) real-time speed into a Big Da-
ta application both Microsoft’s own technologies and other open source products are 
available. The latter are for instance Spark Streaming or Apache Storm that can be 
used not only for pipelining but also for processing incoming data (please refer to sec-
tion 2.1.3 for a deeper explanation of them). With Azure Stream Analytics it is possi-
ble to process streaming data by applying data transformations and manipulations, and 
integrate it with both storage technologies and PowerBI (see Presentation layer for 
more details). Although it offers a more limited range of functions than other stream-
ing technologies, Stream Analytics is far easier to implement. Event Hub and IoT Hub 
are simple messaging (or event) queues for streaming data into an application in the 
conventional sense, i.e. without processing it. Both are able to persist data for a period 
of eight days in case the data pipeline should break down so that no data will be lost 
during the time of an outage. The IoT hub supports most common protocols in the IoT 
area and can be used for bidirectional communication, i.e. not only for passing data 
from an IoT device into the pipeline but also for sending event triggers from the Big 
Data application back to the device [92]. 

• OLTP: Interestingly, Microsoft Azure lists OLTP with the respective storage technol-
ogies as an own layer in its architecture. Azure SQL Database is a storage technology 
that easily scales for large amounts of data and offers fast access to data – however it 
can only store data that has a strict schema and therefore is not suitable for many Big 
Data datasets. DocumentDB (or since May 2017 Azure Cosmos DB) is a schema-less 
NoSQL database that is optimized for high throughput and can guarantee ACID for 
database transactions. Finally with Azure HDInsight there is a managed service avail-
able where one can set up clusters for HBase or other open source Big Data technolo-
gies (also for data processing such as Apache Spark or Apache Storm). HBase is a 
column-oriented NoSQL database that is highly scalable and can be used for fast 
OLTP operations.  
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• Storage: For storing data Microsoft Azure offers Blob Storage that stores objects such 
as text data or media files and can be used as a data repository. Since it has some limi-
tations when it comes to storing large amounts of data or accessing them quickly, Az-
ure Data Lake Storage exists for solving these problems. It is based on Hadoop 
Distributed File System (HDFS); can be used for analytical workloads and can be easi-
ly integrated with other Big Data technologies from the Hadoop ecosystem. Any large 
data sets from batch or streaming, such as clickstreams or sensor data can be stored 
here. It is possible to use analytical applications like Apache Hive or Apache Impala 
(for real-time analytics) for accessing data directly from Azure Data Lake Storage 
[92].   

• Batch: When it comes to batch processing, Microsoft Azure supports a wide range of 
open source and Microsoft’s own products. In HDInsight, a managed service from 
Microsoft, batches can be processed using a Hadoop implementation provided by Hor-
tonworks, a software company. Furthermore it offers support for micro-batches with 
Apache Spark or conventional Hadoop batches executed using Hive (a data-warehouse 
solution) or Pig (a platform for analyzing and transforming large datasets). Additional-
ly Azure Data Lake, a storage solution mentioned before, provides Azure Data Lake 
Analytics, a service that makes it possible to query large amounts of data that has no 
schema by using the language U-SQL (a combination of C# and SQL). Unlike HDIn-
sight it does not need a pre-configuration of the amount of resources needed for exe-
cuting a task, so it is much easier and flexible to use. Azure SQL Data Warehouse 
makes it possible to integrate data with a strong schema with data having only a weak 
schema.  

• Analytics: In order to analyze data, Microsoft Azure provides support for R and 
Apache Spark MLlib. Using R, a statistical programming language, ML models can be 
created and trained. Spark MLlib is a ML framework from Apache Spark that contains 
pre-trained models and mechanisms for tuning these models. Due to its integration 
with Spark SQL it can access large data sets required for training the models directly. 
Furthermore Microsoft offers Azure Machine Learning (or Machine Learning Studio), 
a managed service where own ML models can be easily developed, e.g. by using Py-
thon or R, and afterwards deployed. Above all it contains several pre-trained models 
for solving common problems such as text analytics or image recognition [92].  

• Presentation: Besides visualizing data with Excel, Microsoft offers PowerBI, a tool 
for visualizing data graphically with dashboards, scorecards and other presentation 
tools. PowerBI can be integrated into business applications thus also enabling direct 
access to data and ad-hoc analytics. RStudio and Azure Machine Learning also offer 
several mechanisms for visualizing results of analytical and predictive ML models.  
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Figure 2.6: Big Data architecture in Microsoft Azure 

Source: [91] 

2.3.3 Deriving Common Components 

After having compared nine Big Data architectures from companies and academic institu-
tions, the NIST workgroup was able to identify three major parts a Big Data Reference archi-
tecture should have: Big Data Management and Storage, Big Data Analytics and Applications 
Interfaces, and Big Data Infrastructure. It is important to note that the Management and Stor-
age layer offers technologies for dealing with both structured and unstructured data. The fol-
lowing table shows a selection of components that can be found in the respective layer [8].  
 
Layer Components  
Management and Storage • Data Sources (Legacy/ERP/CRM sys-

tems, sensor data, web logs, etc.) 
• Repositories (NoSQL, relational data-

bases, in-memory databases, distrib-
uted file systems, data warehouses, 
etc.) 

• Integration (Data cleansing, transfor-
mations, extractions, etc.) 

• Data Processing & Discovery (Stream 
processing, information discovery) 

• Metadata Management 
• Auditing & Logging 
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• Security & Access Control 

Analytics and Applications Interfaces • ETL & Data Mining	
• Analytics (Predictive, Text analytics, 

batch analytics, real-time analytics, 
ML, etc.)	

• Reporting & Visualization (Score-
cards & Metrics, BI reporting, events 
and alerts, etc.)	

• Governance (Data quality, data profil-
ing, etc.)	

Infrastructure • Infrastructure Services (Hardware, 
networks, infrastructure management 
and monitoring, etc.)	

• Security Infrastructure	
• Systems Management	

Table 2.2: Common components discovered by the NIST workgroup 
Source: Own depiction based on [8] 

The NIST workgroup also pointed out that most Big Data architectures have components for 
managing and coordinating available resources required for performing computations and 
data processing. The analysis of additional architectures in section 2.3.2 came to the same 
result. Although many of the components derived by the NIST workgroup in their own com-
parison do appear in the additional architectures scrutinized in this thesis, several new could 
be identified.  
NTT Data mentions data processing using a Rules Engine to cover existing business rules – a 
component, which is highly important for insurance companies that often have a large set of 
rules for various business processes. The architectures analyzed by the NIST workgroup bar-
ley cover the ingestion phase where data is loaded from sources into the Big Data platform. 
NTT Data, GCP and Microsoft Azure offer a wide range of tools and mechanisms for batch-
loading or streaming data (e.g. GCP’s Cloud Pub/Sub) from the data sources. NTT Data’s 
architecture also includes a component for carrying out first validations on data already in the 
ingestion phase.  
Furthermore NTT Data, Microsoft Azure and GCP (with Cloud Datalab) have components for 
sandboxing and exploration so that data scientists can try out and train new models in a sepa-
rate area that is decoupled from production. It is also possible to analyze and optimize the 
performance of analytical and ML models in NTT Data’s architecture so that models can be 
adjusted if necessary. GCP offers itself a number of ML APIs that are ready for usage in ones 
own models; the same can be said for Microsoft Azure. From this it can be derived that a Big 
Data Reference Architecture should also be able to integrate external APIs into its ML com-
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ponents for enabling transfer learning and make it easy to solve standard problems like for 
instance image recognition.17 
Most of the components derived by the NIST workgroup and identified in the analysis in sec-
tion 2.3.2 will be used for designing the Big Data Reference Architecture in chapter five. 
When regarding the various architecture diagrams one can easily see that the single compo-
nents are grouped into architectural layers quite differently. Therefore the newly designed 
Reference Architecture will not follow an exemplary architecture diagram when defining the 
layers – instead an own layering will be set up. In addition, the three architectures of NTT 
Data, GCP and Microsoft Azure will be evaluated for their capability to implement the gener-
ic requirements for the insurance sector derived in section 4.2 (please refer to section 4.3 for 
this).   

                                                
 
 
17 In transfer learning, Machine Learning problems are solved by using already existing models for similar prob-
lems. APIs offering access to pre-trained models can be highly helpful for this. 
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2.4 Related Work 
In this section, papers and books are presented that address the most important issues dealt 
with in this thesis such as a general approach to Big Data, the design of a Big Data Reference 
Architecture and the description of requirements for Big Data applications.  

2.4.1 Marr (2015) 

In his book “Using SMART Big Data, Analytics and Metrics To Make Better Business Deci-
sions and Improve Performance” Bernard Marr presents a holistic approach to using Big Data 
in enterprises. In the beginning he points out how important it is to start with strategic, busi-
ness-oriented aspects instead of focusing on technology directly. One core artifact in his book 
is the so-called SMART strategy board that is used in this thesis as a foundation for describ-
ing the Big Data Use Cases and developing the questionnaire for evaluating them in expert 
interviews (please refer to sections 3.1 and 3.2 for more details on this). In the following 
chapters he provides a guidance on how to implement a Big Data application. In order to do 
this he outlines the single steps to be taken, ranging from data collection and defining metrics 
to applying analytical models, visualizing their outcomes and putting the insights from them 
into action. In each chapter he also briefly explains the most important technical terms, e.g. 
the different data categories available or the various types of analytical models [4].  
Although he gives a good overview and an integrated approach to Big Data, the descriptions 
are often too superficial so that for a more profound insight other sources had to be used.  

2.4.2 National Institute of Standards and Technologies (2015) 

In 2013 the National Institute of Standards and Technologies (NIST) started a public Big Data 
workgroup made up of various contributors from industry, science and government. Their aim 
was to provide a set of standardized artifacts that can be used cross-industrially and product-
independently. The most important artifact for this thesis was the Big Data Reference Archi-
tecture. Although the architecture itself is not very relevant for this thesis since its aim is to 
develop a Reference Architecture for the insurance sector, the approach the NIST workgroup 
used for designing their architecture is highly interesting. The workgroup started out by col-
lecting Use Cases from several industries and then derived requirements for implementing 
them. These requirements were eventually mapped to architectural components in the NIST 
Reference Architecture [7]. Additionally the workgroup analyzed existing Big Data Reference 
Architectures from leading companies in the field of Big Data (e.g. Oracle, Pivotal or SAP) in 
order to identify components available in most Reference Architectures [8]. The same steps 
were taken in this thesis to design the Reference Architecture: chapters three and four focused 
on Use Case development and requirements elicitation and analysis from them, while in sec-
tion 2.3.2 existing Reference Architectures were scrutinized.  
Another noteworthy artifact developed by the NIST workgroup is a list of definitions of vari-
ous terms related to Big Data (e.g. what is Big Data, NoSQL, data lifecycle and many more) 
that has been used for the foundations part in this thesis [21].  
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2.4.3 Fox et al. (2014) 

Although this is actually a document developed by members of the NIST workgroup, it has to 
be mentioned here as a single related work item, hence it was used as the basis for answering 
RQ2. The paper outlines how the requirements elicited from the Use Cases were analyzed and 
suggests a template for describing these Use-Case specific requirements. This template has 
also been used in a slightly modified way to write down the requirements for the insurance 
Use Cases (see section 2.2.2 for the template used in this thesis). The paper then shows how 
the Use Case specific requirements were consolidated in order to provide a generic view on 
them, independently from the single Use Cases [6]. These generic requirements were after-
wards mapped to components in the Reference Architecture. Since several of these generic 
requirements have to be met in every Big Data Reference Architecture, many of them were 
also found to be applicable for the design of the Big Data Reference Architecture in the insur-
ance sector. 

2.4.4 Lanquillon et al. (2015) 

This chapter from the book “Practical Handbook for Big Data” presents a generic, cross-
industry Big Data Reference Architecture, which is based on a number of generic, non-
functional Big Data requirements. These requirements result from Big Data’s V’s (Volume, 
Velocity, Variety and Veracity) and additionally from the field of analytics. Each component 
of the Reference Architecture and several underlying paradigms are explained, also using ex-
emplary products from the Hadoop ecosystem. The chapter also points out the importance of 
data privacy that has to be taken into account when designing Big Data architectures [57]. 
Both the requirements and the Reference Architecture introduced here were used when devel-
oping the own artifacts in this thesis.  
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3. Big Data Use Cases in Insurance 

3.1 Use Case Description Methodology 
One of the key points about this thesis is its approach to the design of Big Data artifacts, par-
ticularly the Reference Architecture. It is based on business-oriented aspects, a fact that is 
ensured through developing business-driven, not technology-driven Big Data Use Cases. As 
several experts have emphasized, the companies doing best are the ones focusing on business 
and strategy aspects first when it comes to Big Data projects [4, 15]. Starting with strategy 
means analyzing what data one needs for which purposes so that these purposes generate an 
added business value. It is also advised to rely on proven Use Cases that have already been 
tried out by other companies [15]. However, insurance companies have to lead innovations as 
well [2] – this is why a few Use Cases presented in this chapter are rather visionary and have 
either not been put into action at all or tried out only by a few companies.  
To identify the Use Cases a literature study was conducted. The sources were primarily 
whitepapers and implementation case studies from companies excelling in the area of Big 
Data and/or insurance. It has to be pointed out that all Use Cases presented here have either 
the aim to transform the conventional business models in insurance or the execution of core 
processes, e.g. claims settlement. On the other side Use Cases that are merely designed to 
support other processes or Use Cases – e.g. sentiment analysis on its own – are not listed as a 
single Use Case in this thesis. 
In order to have a uniform as well as holistic view on the Use Cases each one of them is de-
scribed and evaluated following a methodology. This methodology is based on the so-called 
Smart Strategy Board from Bernard Marr (see figure 3.1) [4]. Basically, it covers all relevant 
strategic aspects by splitting them up in various so-called panels. Each panel represents an 
aspect that has to be dealt with when it comes to implementing a Use Case. The panels in the 
Smart Strategy Board are described in figure 3.1. The most important panels for describing 
and evaluating the Use Cases are the following: 
 

• Customer Panel: If a Use Case envisages introducing a new product, then it is essen-
tial to understand what the target market for this product is. One has to know whether 
the product offered would be accepted by the customers and whether a market does 
exist at all. Above all the value proposition to the customer has to be absolutely clear, 
since most Big Data products require the customer to share his data with a company. 
For convincing a customer to do this, he has to be able to recognize the benefits of the 
product offered him easily, e.g. in form of a lower insurance premium (compare also 
with section 2.1.4).18	

                                                
 
 
18 The value proposition in the customer panel is different from the added business value category in the expert 
interviews. There the added value for the insurance company implementing a Big Data Use Case is scrutinized 
and it is relevant for each Use Case analyzed. The value proposition here refers to the value a customer gets by  
buying a Big Data product or service. It is only relevant to Use Cases offering a new product or service – that 
means some Use Cases presented in section 3.2 are not directly affected by this.  



 

 42 

• Operations Panel: The internal processes affected by applying Big Data have to be 
identified for each Use Case. In some cases these processes enabling the Use Cases 
will have to be restructured as the needs for data processing, e.g. in risk assessment, 
will change significantly. Since in insurance basically every business process is about 
data processing, a number of core processes will change entirely and therefore will be 
regarded as single Use Cases. Another very important issue raised in the operations 
panel, are cooperation partners. There are many possible scenarios where an insur-
ance company will need a cooperation partner for operationalizing a Use Case: exam-
ples include manufacturers of sensor devices or simple providers of external data.  

• Resource Panel: The current state of play in insurance companies has to be analyzed 
as well to detect areas where the insurer has to take steps before being ready for im-
plementing Big Data Use Cases. Especially human resources issues have to be point-
ed out, as talent in the area of Big Data or Data Science is scarce and difficult to 
acquire. Although the resource panel is not directly part of the Use Case description 
in section 3.2, it was taken into account when developing the Big Data requirements 
template (see section 2.2.2). 

• Competition and Risk Panel: Just as every other IT-project, a Big Data project and 
Use Case has its own risks. Depending on the risks, appropriate measures have to be 
taken in order to be able to mitigate them. For instance data privacy is a serious issue 
in Big Data Use Cases, especially when they use PII. In Germany a number of laws 
exist to ensure data protection – non-compliance with them would be a serious risk 
for an insurance company, particularly for the company’s reputation with the custom-
ers. In the Use Case descriptions such issues are already addressed so that critical as-
pects about a Use Case become clear as well. The competition and risk panel was also 
used to develop the questionnaire for the expert interviews and derive possible risk 
categories from it.  

The purpose panel was not regarded in detail for each Use Case hence it takes rather a high-
level, enterprise-wide view on the entire company. The finance panel aims to develop an in-
vestment strategy and predict profit margins for products – as this is rather a topic for the cal-
culation of a business case the finance panel was not regarded either.  
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Figure 3.1: Smart Strategy Board  

Source: Source [4], Page 30.  

Infrastructure costs, scalability issues, lack of skilled data scientists and engineers, restructur-
ing the existing application landscape and business processes – there are many factors driving 
the costs of Big Data projects. Above all, these projects sometimes do not deliver the prom-
ised results or business value. Therefore, it is important to find the most promising Use Cases 
for the insurance sector. This envisages evaluating a Use Case’s potential, which is made up 
from the added business value it generates and its complexity or feasibility. Eventually such 
an evaluation of Use Cases can provide decision-makers with a good basis for selecting the 
Use Cases with which to start a Big Data initiative in their company. So after identifying the 
Use Cases, interviews were conducted with various experts from a large insurance company. 
The evaluation methodology and results can be found in section 3.3.  

3.2 Use Case Overview 
For a better overview, the Use Cases were grouped into four clusters that describe the various 
areas where Big Data can be applied in insurance. First Big Data’s impact on sales and distri-
bution processes in insurance are scrutinized in the cluster Customer Analytics. Afterwards 
internal processes that could entirely be transformed through applying Big Data are analyzed. 
These core processes are normally of such high importance to an insurer that the transfor-
mation of them could result in high cost reductions for the company. The last two clusters 
cover new insurance products from Property & Casualty, health and life insurance made pos-



 

 44 

sible through Big Data. Table 3.1 provides an overview on which Use Case belongs to which 
cluster. 
Although the descriptions of the Use Cases follow the methodology introduced in section 3.1, 
for some few Use Cases – particularly the ones that are not widespread or implemented at all 
yet – not enough information was obtainable to cover all aspects discussed in section 3.1. In 
each Use Case description there are examples for possible data sources, however, they are not 
complete. Other examples of data sources can be found in the requirements description for the 
Use Cases in section 4.1. 
 
Cluster Use Case Title 
Customer Analytics 1. Churn Management 

2. Targeting	

Internal Processes 1. Fraud Detection 
2. Claims Automation 
3. External Data for Optimized Pricing and Risk Assess-

ment 
4. Analysis of Enterprise Architecture and Business Pro-

cesses Based on Monitoring Data	

IoT in Property and Casualty 1. Telematics 
2. Industrial Insurance	
3. Smart Home	

Smart Health and Smart Life 1. Health Insurance Based on Wearable Data (discounts) 
2. Health Services Based on Wearable Data 
3. Disease Management 
4. Sensor-based Services in Life Insurance	

Table 3.1: Use Case Overview  
Source: Own depiction.  

3.2.1 Customer Analytics 

Churn Management: Keeping its existing customers is essential for every company, not 
only in the insurance sector. In fact customers are often ready to change their insurer when 
they get better offerings from other insurers or their current premiums are raised. The preva-
lence of comparison portals like e.g. Check24 in Germany make it possible for customers to 
easily compare many different product offerings from various insurance companies. This 
transparency strongly increases the number of customers changing their insurer. In the Ger-
man car insurance market 2.18 million customers changed their car insurer in 2014 – an in-
crease by 17% compared to the year before [59]. At the same time acquiring new customers is 
five to 25 times more expensive than keeping existing ones since these new customers have to 
be identified first. Therefore customer retention is highly important. However, conventional 
approaches are not enough for managing customer churn, e.g. by simply monitoring the churn 
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rate for the company an insurer does know how many customers have left. But the insurer 
will know this ex-post, i.e. when it is already too late for him to react. The reason is that the 
churn rate goes up six to eight months after the customer decided to leave [60]. At this point 
Big Data can play a significant role and help insurers with churn management. It can help to 
identify the customers who are likely to cancel their contracts and then make them an appeal-
ing offer so that they will consider to stay [1]. The identification process can rely on many 
parameters. The insurer could analyze his interactions with the customer (e.g. from mails, 
chats, letters or phone calls) and apply sentiment analytics. He can also find out whether the 
customer did have any complaints or was not satisfied with the service offered. Furthermore, 
he can analyze the impact of internal processes for the customer. For example if a claim set-
tlement took longer than the average then it is more likely that the customer affected will 
leave. Above all the current amount of products and services purchased is an indicator for the 
likelihood to stay: the more insurance products a customer has, the less it is likely that he will 
cancel his contracts compared to a customer who has only one contract with the insurer. Addi-
tionally, existing CRM systems and customer databases can be used as a data source for pre-
dicting the churn. Finally social media analysis e.g. in form of Twitter feeds can help to 
recognize which customers have a negative opinion about their insurer and serve as an early-
alert indicator. All this data can be integrated in a data lake that forms the basis for the analyt-
ical models that predict the churn probability [61]. If this probability rises beyond a certain 
threshold then the insurer has to act. He can offer premium discounts or additional services 
either for free or with a discount as well in order to convince the customer to stay. Of course 
these offers can also be made when the customer has already canceled his insurance contract. 
For convincing the customer, the insurer has to make an offer that really suits the customer’s 
needs and wishes, so that the retention probability will be high. This requires a very precise 
targeting, which is the second cornerstone of customer analytics. The two Use Cases are 
closely related to and should be interconnected with each other.  
If the customer has agreed to a processing of his data no legal issues do arise in this Use Case. 
It could be however questionable if the insurer does carry out social-media analytics, but 
since it is not necessarily required for implementing the core Use Case hence many other data 
sources are already available, this risk can be regarded as rather low. Of course regulatory 
standards concerning data protection have to be complied with, since PII is processed in this 
Use Case (see section 2.1.5 for details on data privacy). A possible risk is that customers try 
to “fool” the churn detection model by imitating the behavior of a customer who wants to 
churn. This risk can be mitigated by taking many parameters into account when developing 
the predictive models and continuously evaluate them.  
 
Targeting: One of the greatest promises and threats of Big Data is that it makes possible to 
know almost everything about people in case they leave any traces from their digital activity. 
This is particularly interesting for advertisements and marketing. If a company knows what its 
existing or potential customers really want, it is able to make them respective offerings. The 
probability of the customers buying these products or services is higher than if the products 
would have been offered randomly. The basis is the creation of data-based customer segments 
and profiles. From conventional CRM-data, the customer’s current products, his search- and 
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web history and the communication with him the insurance company can set up various cus-
tomer profiles. The main principle in targeting is the more data one has, the more precise the 
profiles get thus increasing the probability of a contract conclusion. The insurer can analyze 
which products the customers in each segment do mostly have and then offer customers who 
don’t have them but are in the same customer segment the respective products. A simple ex-
ample is that most customers living in a certain area (determined for instance through the cus-
tomers’ ZIP code) have a burglary protection insurance. He now can offer all customers who 
have the same ZIP code such an insurance, too. Of course the real targeting and customer 
segmentation will be based on many more parameters. The basic principle can be compared to 
what online retailers like Amazon do when using a Recommendation Engine. When imple-
menting a customer segmentation or clustering, unsupervised ML algorithms can be used. 
They can scrutinize large amounts of customer and external data in order to group customers 
together based on common values in various data points. Thus customer segments and pro-
files that have been previously unknown to the marketing and sales departments can be dis-
covered. So eventually Big Data enables very precise cross- and upselling19 in insurance [1]. 
When it comes to cross-selling, offering one-time-insurance products becomes possible 
through Big Data. Imagine the following scenario: a customer has already an insurance prod-
uct, e.g. a casualty insurance. By analyzing his current location from his smartphone and 
knowing the current season, the insurer can guess that the customer went on skiing holidays. 
He now can offer the customer an insurance for sport incidents or ski damages the customer is 
likely to purchase for the duration of his holidays [62]. In the best case the insurer can offer 
his customers proactively before the customer knows he needs them and reaches out to the 
insurer for purchasing them. For example if the insurance company knows that his health in-
surance customer has now a newborn or is going to have one any time soon (e.g. from per-
sonal communication with a sales agent), then he can offer the customer a health insurance for 
the child.  
Furthermore, Big Data makes it possible to move from conventional marketing campaigns 
towards a so-called real-time marketing. Here a customer triggers a certain event through his 
interaction with his insurer or a happening in his life. The targeting system then starts the 
(near) real-time processing of this event by taking into account the customer profile, the time 
and the place where the event happened. Based on these parameters the customer gets a tai-
lored product or service offering almost in real-time [63].  
A highly interesting special case in insurance is analyzing insurance contracts with several 
insured persons inside them for understanding which person can be put in the best fitting cus-
tomer segment. A combination of business rules stored in a Rules Engine and Big Data ana-
lytics makes it possible to identify the needs of the single customers inside the common 
insurance contract and thus a more precise targeting [61]. This approach can also be applied 
in churn management.   

                                                
 
 
19 Cross-selling envisages selling additional products or services that can be related to the product the customer 
already has. Upselling means the customer gets offered products or services that are more expensive and valua-
ble than the ones he already has, e.g. an insurance rate with more services.  
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During an online sales process the insurer could use a chat-bot who is able to answer basic 
questions from a customer who wants to buy a new insurance product. Only if the chat-bot is 
not able to answer a question a human agent takes over the conversation with the customer, 
thus helping the customer support department to be more productive. Additionally, customers 
in P&C could upload an image of the product they want to insure (e.g. a car) and by using 
image recognition the system could automatically detect the model, license plate and other 
parameters so that the customer does not have to type in these parameters himself. This would 
provide a highly improved customer experience to the customer [92].  
Besides the obviously created growth through more products and higher turnovers the insurer 
can also reduce his costs when advertising and selling products. Advertisement campaigns get 
more precise so that sales agents do not waste time on visiting customers who are unlikely to 
buy specific products. Additionally letters with product offerings – still a popular communica-
tion medium in the personal insurance sector – do not have to be send to large groups of cus-
tomers, but only to the ones where the insurer knows that they are likely to purchase the 
offered products or services.  
The scenarios presented so far can be applied to selling products to existing customers, how-
ever acquiring new ones is highly important as well. And yet, as data is the foundation for 
targeting, it is far more difficult to implement than targeting for existing customers because 
the insurer simply has no data about these potential customers available directly. This is why 
setting up cooperations with providers of external data or services (e.g. a car manufacturer) is 
so important. Only through these partners the insurer can get the data he needs to be able to 
approach potential customers with the offers fitting them. Technically this raises issues of 
developing APIs and setting up standards for exchanging data between the insurer and his 
cooperation partners. 
Finally, data privacy issues are very important for this Use Case. Because of PII processing 
common data protection laws (e.g. GDPR) have to be complied with. For example in Germa-
ny the customer has to agree to product advertisements through e-mail or phone calls (the so-
called opt-in regulation) since otherwise this would be a violation of the BDSG. When it 
comes to advertisements via mail, such a customer consent is not required – however, if the 
customer actively says he does not want to receive advertisements via mail the insurer has to 
stop sending him such letters (so-called opt-out regulation) [63]. Furthermore, customer con-
sent is needed if an insurance company covering various insurance products wants to adver-
tise products across this business lines. An example would be an insurer offering both health 
and life insurance products with a customer who already has a health insurance at this compa-
ny. If the company wants to offer this customer a customized life insurance, it needs his per-
mission to use his data from health insurance for analyzing which life insurance product 
would be the best fitting for him.  
 
Both the churn management and targeting Use Case can be used not only in insurance but 
practically in almost every company from any industry selling products or services to individ-
uals. This is one reason why so many products from commercial software vendors such as 
Salesforce or IBM do exist for customer analytics. One of the most known concepts is called 
Customer-360-Degree view. As the name already says, its aim is to get an encompassing view 
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of the company’s customer by collecting data from all interactions between customers and the 
company. The Customer-360-Degree view is not merely a data lake – it is used as a founda-
tion for creating customer profiles and segments by applying analytical models and business-
rules to the integrated data from the data lake [61]. So when implementing the Use Cases 
from the customer analytics cluster, insurer have to decide whether they want to build the 
respective systems entirely on their own or buy CRM-software from commercial vendors and 
then – if needed – adapt or extend them with own analytical models or other functionality.  

3.2.2 Internal Processes 

Fraud Detection: Each year German insurers lose 4 billion euros on insurance fraud [1]. It is 
estimated that some five to ten percent of all insurance claims are fraudulent, causing 40 bil-
lions of dollars damage to non-health insurers in the US [66]. According to a study by Accen-
ture, a consultancy, insurance companies believe that they could decrease their claims costs 
by 5% if they could improve their fraud detection systems [65]. Reducing the number of 
fraudulent claims can also make it possible to lower premiums so customers would profit as 
well and the insurer might acquire new customers due to pricing advantages. So far insurers 
have mostly relied on manual analysis and a rules-based processing of claims for identifying 
fraudulent ones. Often the fraud detection processes do slow down the processing of all 
claims filed thus affecting all customers. Legacy IT systems are a large hurdle for simplifying 
and invigorating the anti-fraud processes and systems [65]. Big Data enables insurers to use 
other approaches for this task by applying ML and complex analytical models. These models 
have the aim to identify patterns within claims so that newly incoming claims can be automat-
ically classified. The data sources for these models are quite extensive: historical claims data, 
customer communication data and other customer data are possible internal sources. Particu-
larly text analytics of historical claims can offer great insights for anti-fraud departments. 
Criminal records or information on whether someone does have a difficult financial situation 
are possible external data sources an insurance company can come by easily. A very interest-
ing parameter for fraud detection is the combination of numbers on a fraudulent invoice. It has 
been proven that certain combinations appear more often on fraudulent invoices than on aver-
age [64]. For training the analytical models two different approaches from ML are available: 
supervised and unsupervised learning (please refer to section 2.1.2 for more details on ML). 
In supervised ML the focus lies on analyzing historical claims data first and labeling the 
claims as fraudulent or white claims. Additionally it can be analyzed which connections do 
exist between the fraudulent historical claims. The models then detect patterns in the claims 
marked as fraudulent while in training and apply these patterns to newly incoming claims 
when in production. In unsupervised ML data is not labeled first. Instead the analytical algo-
rithms scour through historical and new claims as well as customer data in order to cluster all 
claims for identifying anomalies in them. These anomalies are then analyzed by anti-fraud 
experts in order to check whether the anomalies are fraudulent claims or not. If yes the anti-
fraud department can identify patterns it has not known before. This is the main difference to 
supervised learning: there historical claims and patterns in them are known as fraudulent 
whilst in unsupervised learning new patterns are discovered or claims identified that have not 
been known as fraudulent before. The unsupervised ML algorithms can then even detect the 



 

 49 

impact of single parameters on the entire model and adjust their weighting respectively if re-
quired [64]. It has to be noted that especially unsupervised learning algorithms are rather 
complex and difficult to implement requiring highly skilled data scientists for this.  
A noteworthy concept for fraud detection is network analysis. Here the relevant participants 
in the settlement of historical claims are identified and their interconnections are analyzed for 
detecting entire fraudulent networks [62, 65]. Possible parameters for a network analysis in-
clude [64]: 
 

• Damages repaired at same place.	
• Anomalies between a customer’s income and the amount of money in an invoice.	
• Same places where accidents have happened.	
• Same appraiser surveying the damage. 	
• In car insurance: A cheap car causing an accident with an expensive car. 	

By combining all the approaches from business-rules, predictive analytics and network analy-
sis, insurers can identify fraudsters quicker and easier than before. Additionally the number of 
false positives, i.e. claims that are falsely classified as fraudulent, goes down. A large insur-
ance company introduced text analytics and some other modeling techniques for their fraud 
detection processes. As a result the duration for a claim analysis decreased from 72 hours to 
some five seconds and the new Big Data based models were twice as precise as the old ones 
when detecting fraudulent claims. Thus claims can get settled faster, providing a better cus-
tomer experience [67]. A further possibility for fraud detection is sentiment analysis applied 
to customer communication, particularly to phone calls when customers file claims. If it can 
be found out that the caller is highly nervous when filing a claim then this can be used as a 
parameter in the analytical models as well. However, such analytics capabilities are rather 
difficult to implement and not needed for the core Use Case – yet when extending the analyti-
cal models in the future, such parameters could be taken into account, too.   
There are also a few risks when operationalizing this Use Case. Yet legal risks can be regard-
ed as almost inexistent: GDPR poses no restrictions on automated fraud detection hence this 
is a core purpose of an insurer’s business. Because PII is processed, compliance with common 
data protection laws is required, but standard compliance processes – e.g. getting customer 
consent to the processing of his data – are already in place and no additional ones are needed 
for this Use Case only. The only risk that has to be really dealt with is that models can be im-
precise at the beginning hence they need time for training. In case of a claim being labeled 
falsely as fraudulent and the customer being falsely accused of being a fraudster, this can lead 
to a very negative customer perception and a bad reputation for the insurance company. 
Therefore it would make sense to introduce a high number of manual checks on the results of 
the fraud detection system, particularly the ones marked as fraudulent. As time passes the 
models would get more precise and the manual checks could be reduced to a few samples for 
quality assurance. Finally the existing processes within the anti-fraud departments will have 
to be adapted to working with the new Big Data based fraud detection systems. Trainings for 
the employees and also organizational restructuring could be required as well [65]. Insurers 
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should nevertheless try to set up such new fraud-detection systems since the benefits from 
them can quite enormous.  
 
Claims Automation: Another promise and threat from not only Big Data but from digitiza-
tion as a whole is the possibility to fully automate standardized and routine processes. It is 
estimated that by 2055 half of all today’s jobs could be automated. The ones affected strong-
est will be those having many routine processes, such as manufacturing or data processing 
[68]. Indeed insurance is where much automatizing is possible as it is mostly standardized 
data processing, especially in claim settlement. A study by Oxford University from 2013 pre-
dicts that the probability for automating the job of an insurance clerk settling claims within 
the next ten to twenty years is 98% [69]. McKinsey reckons that the cost of settling insurance 
claims can be cut by 30 % due to automation [2]. But how can automation be achieved? Al-
ready today insurers use automated data processing for claims settlement, however, it is most-
ly based on business rules that are applied to newly incoming claims. Furthermore, the data 
that has been analyzed so far is mainly structured. With Big Data it is possible to analyze all 
historical claims data and combine it with customer and external data. ML algorithms can 
uncover patterns in how historical claims were settled so far. These patterns can then be used 
for settling newly incoming claims automatically hence the system knows how to do this 
based on the discovered patterns. Text analytics can be applied to new claims for analyzing 
the unstructured text content in them, e.g. from doctors’ or surveyors’ remarks or Electronic 
Medical Records. These results can afterwards be compared to the content of a customer’s 
insurance policy or contracts – which can be analyzed with text analytics too – using a set of 
business rules thus settling the claim. In fact the first insurers have already taken steps to-
wards the development of such systems. In the beginning of 2017, the Japanese life insurer 
Fukoku Mutual Life announced the implementation of such a system for claim settlement that 
is based on IBM Watson, the company’s AI-system. Watson’s task is to analyze doctors’ re-
marks, operation codes and other claims data for settling it automatically [70]. Other insurers 
like Japan Post Insurance or Versicherungskammer Bayern already use IBM Watson or simi-
lar systems for automating parts of their claims management processes as well.  
Besides the more or less obvious cost reduction and productivity invigoration from automat-
ing the process of claim settlement, such systems could also improve the customer experi-
ence. If a white claim can be processed and paid out within a few minutes this would make a 
huge difference compared to today’s claims settlement and make an insurer offering this, 
highly attractive to new customers and satisfy existing ones. However, this also requires a 
quick and reliable functioning of the fraud detection systems in order to pay out the justified 
claims only. Both Use Cases are strongly interrelated to each other: if the data is already 
cleansed and has high quality inside the claims management system, then the fraud detection 
system can directly use its data for its own analysis and processing purposes. A common land-
ing zone for claims data would definitely make sense when implementing the two Use Cases.  
Just as in the fraud detection Use Case, the ML models need time for training, so that in the 
beginning it would make sense to introduce a high number of manual checks for quality as-
surance. Additionally, another ML component can be set up that can take into account manual 
corrections in case the result of the automated system was wrong, so that in future a claim 
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under the same circumstances will be settled correctly. Thus the claim settlement system’s 
quality would strongly increase with time and manual checks could be reduced to a few sam-
ples.  
Compliance with standard data protection laws of course has to be ensured, since claims set-
tlement uses PII and for instance in health insurance also sensitive data. However these issues 
can easily be solved by getting customer’s consent for processing his data. Another much 
more serious risk is of rather political or organizational nature: the development of such au-
tomated claim settlement systems will undoubtedly lead to the reduction of workforce since 
far less clerks will be required in claims settlement departments. After introducing IBM Wat-
son in its claims settlement process, Fukoku Mutual Life was able to cut the number of their 
staff in the respective departments by a third [70]. Insurance companies building similar sys-
tems therefore should also bear in mind that they have a social responsibility and set up pro-
grams for retraining the employees affected in order to keep job cuts at a minimum.  
It is beyond any question that most insurers will implement automated claims settlement sys-
tems – the only question is when ML models will get precise enough to outperform insurance 
clerks when settling the claims.  
 
External Data for Optimized Pricing and Risk Assessment: Basically insurance is more or 
less about assessing and pricing risks for each customer and product. Based on the results of a 
risk assessment, the insurance premium is calculated. The process of risk assessment in insur-
ance is often called underwriting, although this term is used nowadays almost only in indus-
trial insurance where risks are assessed individually. In personal insurance most companies 
rely today on common, standardized models for all customers based on internal data. Due to 
Big Data, insurers now can also integrate vast amounts of external data into their risk assess-
ment processes thus making them more individualized and precise. External data can be used 
for pricing many different products – some of them like e.g. telematics are described as an 
own Use Case in this thesis (see section 3.2.3). In this Use Case here particularly the usage of 
external data for pricing and risk assessment in P&C insurance will be discussed. Since there 
are many possibilities for different sources of external data, two selected examples will be 
presented here: weather data and so-called milieu data.  
When insuring house roofs against hail, weather data can be taken into account for analyzing 
which areas have been affected how strongly in the recent years. As weather data is nowadays 
highly precise, it would be possible to predict hail on a ZIP-code level making the risk as-
sessment highly individualized. Weather data can also be used for insuring real estates against 
natural disasters such as floods or wildfires. Another useful external data source in house in-
surance is so-called milieu data. It reaches from the house price to the year when the house 
was built and when which repair and maintenance work was conducted for the property. All 
these parameters can be used for calculating the insurance premiums more precisely and on an 
individual basis for each customer [64]. Just as in claims automation, some insurers have al-
ready implemented this Use Case, at least partially. For instance the German reinsurance 
company Munich Re uses geospatial data for predicting the probability, course and possible 
damage (as well as the costs resulting from them) caused by wildfires [71].  
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For acquiring external data, insurance companies need external partner companies that can 
provide them with it. High quality and granular weather data is available from many commer-
cial sources, for example IBM bought the digital part of the Weather Chanel in 2015. Howev-
er, there are also various sources of open source data the insurers would not have to pay for, 
e.g. from governmental or administrative sources. Technically this Use Case requires insurers 
to build APIs for integrating external data and adapting the current risk assessment and pric-
ing processes to the new parameters.  
The benefit for the insurance company from this Use case would be a better and individual-
ized pricing of risks for its products. Above all pricing advantages are possible as well. Imag-
ine the following scenario: so far an entire region was classified as uninsurable due to high 
risks of natural disasters such as floods or wildfires. If an analysis based on more precise geo-
spatial data delivers the result that some areas within this region are less likely to be affected 
by a natural disaster than the entire region on average, the insurance can insure property in 
these areas and make money there. Areas or market segments judged before as uninsurable 
could thus become new markets. 
In the examples presented here no PII is involved so that no data privacy issues do arise. Yet 
it is also possible to use external data in life or health insurance, e.g. social media, credit 
scores or others. In such cases insurance companies have to comply with data protection laws. 
Generally spoken, this Use Case is able to provide a comprehensive view on risks associated 
with a specific customer, thus mitigating risks for the insurance company significantly. 
 
Analysis of Enterprise Architecture and Business Processes Based on Monitoring Data: 
Huge sources of data inside companies are their own systems and applications. Each action 
performed in them and each click done on a company’s website does generate monitoring and 
tracking data. Resource consumption by single applications or tasks within applications can 
be monitored as well. This is very important for all Big Data Use Cases since if a single ap-
plication consumes the majority of all available computing resources, other Big Data applica-
tions will go down causing an enterprise-wide outage [9]. If a retailer’s website is not 
accessible the company loses large amounts of money since it cannot sell its products. In 2013 
a 40-minute outage did cost Amazon, the world’s largest online retailer, 4.72 million dollars 
in lost sales [85]. Whilst insurance companies certainly are not affected this strongly by an 
outage of their retail websites, it is nevertheless helpful for them to prevent outages here. If 
monitoring data is available, then it is also possible to analyze causes that lead to an outage 
and set up mechanisms for preventing them in future. For example response times or hard-
ware failures can be analyzed for detecting erroneous deployments and correcting them. In 
case of any incidents or outages monitoring data can be scrutinized for finding out which 
component or system is responsible for the incident – a process that is also called root cause 
analysis [90]. Based on historical and real-time monitoring data it could be even possible to 
predict how many people will use which application or (sub-) system in the near future and 
distribute resources and computing power respectively to prevent long response times and 
outages. In order to provide this service for websites an integration of web-tracking and moni-
toring data is required. So eventually this Use Case makes it possible to operate business pro-
cesses more stable and reliable by using monitoring data.  
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By tracking the navigation history of a customer on a website it is possible to analyze what 
exactly a user does there, where exactly he does move away from the website and for how 
long he does stay on which subpage. Knowing these parameters, insurers can improve their 
websites concerning e.g. usability or a website’s structure. If the dropout rate can be reduced, 
then more people eventually buy an insurance on the website thus driving growth. Further-
more it is possible to find out from where the users have accessed the website – for instance 
from a search engine or a direct call. This information is highly helpful for adjusting channels 
for marketing campaigns and saving costs there. Clickstream data can also be used as a source 
for the Targeting Use Case or for developing more individualized products based on the cus-
tomer’s preferences thus generating more growth (please refer to section 3.2.1 for more de-
tails on this). So the analysis of tracking data helps getting a better understanding of the 
customer. Yet web-tracking is not directly profiling as data is collected without PII, customer 
inputs and additionally partially anonymized. On the other side, by analyzing the content of 
user inputs on retail websites one can detect anomalies there by applying ML algorithms – 
something very helpful for detecting underwriting fraud.  
From a technical point of view, integration issues drive the complexity for implementing a 
solid system for monitoring the Enterprise Architecture since there are many different appli-
cations existing in large companies. Often these include legacy systems that are difficult to 
integrate with a modern monitoring tool thus posing a great challenge to implementing a real-
time data collection. Above all, an end-to-end monitoring system has to be able to cover all 
layers in the Enterprise Architecture: business layer, application layer and infrastructure layer. 
The data from these different layers has to be integrated for being able to correlate log-events 
on the hardware with business driven events executing service calls on the application layer. 
As of today especially the connection between business events and resource consumption on 
the hardware layer is technically difficult to implement. The monitoring system further has to 
be able to communicate with all the monitored applications through a central middleware 
component and store the dependencies and interrelations between these systems [90].  
Whilst monitoring data poses no issues concerning data privacy, when dealing with tracking 
data one has to make sure no PII is collected there without customer consent. Otherwise one 
would violate data protection laws such as GDPR. For complying with these laws, PII can be 
anonymized as soon as it is collected, i.e. appears in a dataflow pipeline. 
To draw a bottom line, this Use Case can either be used as a data source for other, more busi-
ness driven Use Cases or function as an own Use Case that offers stability to enterprise appli-
cations and business process whilst also reducing maintenance costs.  

3.2.3 IoT in Property and Casualty 

One of the really “big” sources for Big Data are sensors installed on various devices such as 
cars, machines, turbines and so on. When connected with the Internet, these devices or rather 
the ecosystem they are forming, is called Internet of Things (IoT). Gartner reckons that by 
2017 8.4 billions of devices will be connected and almost 2 trillions of US-dollars will be 
spend on IoT [78]. These figures point out the gargantuan business potential created through 
IoT – a potential insurance companies in Property and Casualty (P&C) could benefit from as 
well. The Use Cases described in this section cover only the usage of IoT for P&C products 
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although IoT devices can also be utilized in health and life insurance. The respective Use 
Cases are presented later in section 3.2.4. 
 
Telematics: With cars being more and more packed with various different sensors, they be-
come data generators making it possible to analyze the driving style of drivers. This also of-
fers new possibilities for car insurers. They can offer products, which take the results of a 
driving style analysis as a basis for calculating premiums for car insurance. So far the risk 
assessment models for car insurance were based on a large set of common parameters for each 
customer such as car type, the driver’s age, etc. Thanks to Big Data these assessment models 
can now become individualized by using telematics. Generally spoken two approaches are 
possible: PAYD and PHYD. In PAYD, or Pay As You Drive, the insurance premium, which 
has been initially calculated in a conventional way, is adjusted depending on the amount of 
kilometers driven. The basic idea behind this is that the fewer kilometers are driven, the lower 
the risk of an accident also is – with a driver getting a discount for his premium if he drives 
less than the initial amount of kilometers written in his insurance contract. One insurer offer-
ing PAYD products is the insurtech Metromile in the US. Their product uses an odometer for 
measuring the distance driven and offers each customer who drives less than 12000 miles per 
year a discount. On average, Metromile’s customers can save up to 50 or 60% on their insur-
ance premiums per year [74]. Since the only relevant parameter for PAYD is the distance 
driven, it is rather easy to implement. On the other side PHYD, or Pay How You Drive, is 
more complex to build. PHYD envisages the analysis of the driver’s driving style. i.e. a large 
number of parameters have to be utilized including driving speed, acceleration, braking, the 
distances driven and various more (see section 4.1 for more parameters). Using this large 
amount of driving data the insurance company can calculate a risk score and offer a discount 
for the premiums depending on this score. The theory is that a rather careful driver (without 
hard braking, driving only at the allowed speed, etc.) has a lower risk of an accident. This 
would lead to fewer payouts for the insurer so that he could save costs. Therefore insurance 
companies want to motivate their customers to drive more carefully [61, 72]. Just as in 
PAYD, PHYD can use either a special device such as a telematics box or a smartphone for 
collecting the data. Particularly in PHYD the question arises whether incautious drivers 
should then have to pay higher premiums as a penalty for their riskier driving style. On the 
one hand insurers have to hedge themselves against such drivers, but on the other hand these 
drivers could then change their insurer and the company would lose customers [61]. When 
implementing the Use Case, it is needed to clarify whether an insurer wants to build the entire 
system on his own or partner with an expert company for the collection and analysis of sensor 
data.     
Additionally telematics data can be used for a more precise calculation of new premiums both 
for existing and new customers. An analysis similar to the approach described in the targeting 
Use Case in section 3.2.1. that is based on the development of risk profiles by integrating 
telematics and customer data could be used for this [61]. Thus the calculation of premiums in 
car insurance would become more individualized as well, so that insurance companies would 
have an improved risk management approach for their car insurance customers.   
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And yet it is highly controversial whether the parameters from a telematics box are really suf-
ficient for predicting a car accident since factors such as the driver’s distraction in case he 
looks at his phone are not tracked and analyzed at all. Actually, in PHYD it is needed to col-
lect and analyze not only a few data points for preventing accidents, but a large number of 
parameters. These parameters should include contextual data, e.g. the car’s location and the 
routes driven. Depending on whether the customer drives only in a city or spends lots of time 
on a highway, the risk of an accident either decreases or rises respectively. The analytical 
models for calculating risk scores should not only use averages or total numbers of harsh 
brakes, but also try to analyze the reason that caused the harsh brake. This means that behav-
ioral data of the customer should be taken into account as well. For example driver distraction 
can cause harsh brakes, which in turn are strongly correlated with accidents. For preventing 
accidents it is needed to analyze such types of driver behavior and motivate the customers to 
change them, e.g. with discounts on premiums [75].   
Besides offering discounts, insurance companies could also provide services to their custom-
ers in car insurance. These services can reach from helping when looking for parking lots to 
providing information on fuel consumption, the state of the car and so on. Metromile, the in-
surtech mentioned before, offers its customers an app that by using another device analyzes 
the car’s state data in order to detect any anomalies. The app is able to scrutinize the issue and 
if needed suggest the customer to visit a repair shop that has partnered with Metromile [74]. 
For such offerings it would make sense for insurers to enter partnerships with car manufactur-
ers that are experts in these areas and already have enough data available for providing such 
services. Own developments by insurers would require high investments in technologies they 
are unfamiliar with and would make no sense since a large number of possible partners is 
available.  
Finally some customers might feel tracked because the telematics system monitors where 
people are driving so that highly detailed movement profiles of customers could be set up. As 
this has to be regarded as PII, the telematics Use Case when based on a PHYD model, has to 
ensure compliance with data protection laws. If in future most car insurers offer only telemat-
ics products then customers who do not want to have such a product because of fearing sur-
veillance this would raise the question of solidarity in insurance – however this is rather a 
political question. A possible solution could be that it is mandatory for all insurers to offer a 
standardized car insurance tariff without telematics that is based on conventional parameters.   
 
Industrial Insurance: The disruptions caused by Big Data are also visible in manufacturing. 
Due to the rise of IoT, many manufacturing plants will be equipped with sensors for monitor-
ing their state. Given all this sensor data, a manufacturing company could set up a so-called 
predictive maintenance system. Its goal is to analyze the sensor data from all components in 
the manufacturing plant (or a single machine in this manufacturing plant) in order to predict 
an outage of a component. Due to a far-reaching integration of the single components within 
the plant it is possible to monitor entire production processes within a plant. As soon as the 
values of the sensors do pass a certain threshold, the system does trigger maintenance activi-
ties conducted by a technician. Thanks to this, a manufacturing plant will not break down so 
that the factory has not to stop production. Several companies have already built such predic-
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tive maintenance systems. One of them is the German car manufacturer Daimler, who uses a 
solution from IBM for monitoring their production of cylinder heads. More than 500 parame-
ters are analyzed for this, including temperature, pressure, the size of the single component 
parts and many more. In case of any anomalies or deviations, checks and if needed, mainte-
nance measures are conducted [73]. Of course the parameters for analyzing the risk of an out-
age do vary depending on the type of manufacturing plant and processes, but the basic idea is 
the same.  
Such scenarios become interesting for industrial insurers who offer insurance against opera-
tions interruptions.20 With such an insurance industrial companies can assure themselves 
against high losses in case of an outage in a manufacturing plant. If an industrial company has 
such a predictive maintenance system, the risk for an outage decreases. For the insurer this 
means that the risk of having to pay out the industrial company does go down as well. Since 
the sums the insurer would have to pay in case of an outage are very high (besides the costs 
for a standstill of the manufacturing plant it also takes long time to replace the damaged com-
ponents in a plant since these are often very specific for each plant) they can also profit from 
predictive maintenance.  
Industrial insurers now have two possibilities. One is simply offering discounts on premiums 
to each industrial company that has such a predictive maintenance system. First an underwrit-
er would confirm the existence and correct or proper functioning of such a system and then 
calculate the respective discount. The other, more complex option would envisage using the 
monitoring data from the manufacturing plants as a basis for assessing the risk of an outage in 
this plant and calculating the insurance premium using this assessment. First of all, this would 
require the industrial companies to be ready and willing to share their monitoring data with 
their insurance company. This is why they have to be treated by the insurance company not 
only as simple customers but also as partners. Additionally whilst the first option only poses a 
need for some additional training for the underwriters, the second one would transform corpo-
rate underwriting in a significant way. A new technical infrastructure would be needed for 
enabling the data pipelining from the industrial companies to the insurer and completely new 
analytical models for the risk predictions. Of course the industrial insurer would then need to 
hire new experts in both data science and data engineering for building such an application. 
Yet the larger part of the Use Case implementation lies not with the insurer but with the in-
dustrial companies who have to build the predictive maintenance system. 
Concerning partnerships, a big opportunity for industrial insurers would be to partner with 
manufacturers of production plant elements or large machines. For instance every gas turbine 
produced by Siemens or General Electric could be then insured by one insurance company, no 
matter to whom it is afterwards sold. Thus insurers could quickly get new customers and ac-
cess to gas turbines’ data. 
Since the data used here is technical sensor data and no PII is involved, no compliance issues 
arise for this Use Case concerning data privacy. What has to be taken care of, however, is IT-
Security: the monitoring data of production plants is highly sensitive for the industrial com-
                                                
 
 
20 In German they are called Betriebsunterbrechungsversicherungen. 
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panies and must be protected from unauthorized access. This has to be done by the insurer 
when he has this data in his own systems. Only if an insurance company can ensure this, the 
industrial companies will be ready to share their plant monitoring data with it. 
Although this Use Case has not been implemented by many insurers and is rather unknown so 
far, it is worth testing, especially because the benefits an insurer could reap through this are 
very far reaching. This Use Case has the potential to transform industrial insurance entirely – 
away from insuring single components and plants towards insuring complete manufacturing 
processes.  
 
Smart Home: In the world of Internet of Things it is not only cars and factories that are 
packed with lots of sensors but also homes. Almost every device from a fridge to water pipes 
inside a house can be equipped with sensors. Smoke detectors can quickly detect a fire and 
automatically inform the fire brigade since they are integrated with a communication system. 
Thus the damage caused by a fire would be far smaller than if the fire brigade would be in-
formed later or not at all. By analyzing data from sensors on water pipes, overpressure that 
could cause the burst of a water pipe can be detected before this could happen. The water 
supply is then cut off and a technician sent to fix the pipes as soon as possible. By installing 
cameras and other sensors, anomalies can be detected that are associated with a burglary thus 
increasing the security for the residents. All these scenarios are interesting for P&C insurers 
as well, because they help lowering the risk of damages in house insurance. This would help 
insurance companies to save money by having to pay out less because of fewer claims filed. 
In order to motivate their customers to install such sensors at home, insurers could offer dis-
counts on their premiums for house insurance products. Furthermore, insurers could also offer 
services that supplement the sensors. This can be either partner repair shops offering repairs 
in case damages do occur or in the water pipe monitoring example a provider specialized on 
fixing water pipes. This would result in a better customer experience and the insurer could 
provide the customer a services ecosystem that covers all aspects from insurance to damage 
fixing [61, 76].  
The risks and challenges for implementing the Use Case of course do vary depending on the 
insurance products. In the water pipes example the difficulty is equipping pipes with sensors 
when a house has already been built – an undertaking that besides being technically complex 
is also quite expensive. One possibility for the insurance companies would be partnering with 
large real estate owners such as Deutsche Wohnen or JLL. These own large housing or office 
complexes and have the budgets required for installing sensor devices for water pipe monitor-
ing in these complexes. If the real estate owners set up the monitoring systems, then the P&C 
insurer could offer them discounts for their premiums. However, this is only an option for 
commercial P&C clients – the difficulties with retail customers remain. When it comes to 
intrusion detection systems, data privacy issues do arise if cameras or sound sensors are used 
since customers could then feel surveilled. Additionally the misuse of the data and unauthor-
ized access to the data, e.g. camera recordings has to be prevented by setting up high IT-
Security and I&AM standards.  
Another issue insurance companies have to deal with, is that they definitely cannot produce, 
install and configure the sensors. Therefore a company excelling in these areas would have to 
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be acquired as a cooperation partner. In this case it would have to be clarified whether the 
cooperation partner does only provide the data or whether he also performs the data analysis 
so that the Use Case would be completely outsourced to the partner company. Furthermore 
the question arises who would then own the sensor data – in case the insurer would have to 
pay large sums for the data, it is questionable whether the entire Use Case would still be prof-
itable for him. Finally there is another technical issue concerning connecting different sensor 
types with each other because the sensor landscape is highly heterogeneous and very few 
standards do exist so far, although this could change over time. For now it requires a high 
effort integrating the sensors – if a customer already has a sensor installed that does not fit to 
the standard used by the insurer’s partner company providing sensors, does he have to change 
his sensor devices in order to be eligible for a sensor-based house insurance? Such questions 
would have to be answered when operationalizing the Use Case.   
First insurers nevertheless have moved to offering such products. In France, Allianz sells a 
sensor-based fire insurance that uses data from smoke detectors to identify anomalies. In case 
of an incident the customer is informed first, who can then look up what is happening in his 
home using a camera. If he does not react, then an Allianz employee does notify the fire bri-
gade, who then go to the customer’s house. With the amount of connected devices growing, 
the attractiveness for the insurers of offering respective insurance products making use of 
them will only rise [78]. Given the fact that water damages have the biggest share of all dam-
ages in P&C and are very expensive to fix, the water pipe monitoring products are especially 
attractive for P&C insurers [77].  

3.2.4 Smart Health and Smart Life 

Health insurance based on wearable data (discounts): The world of IoT in insurance is not 
limited to P&C products only. Sensors installed in smartphones and fitness trackers make it 
possible for people to monitor their own health just as the state of manufacturing plant. These 
devices are called wearables, hence they are worn everywhere by their user. For simplifica-
tion, all fitness tracking devices and smartphones, which can be used for health monitoring 
purposes too, are referred to as wearables here.  
Using their sensors, wearable devices already today can monitor how many steps someone 
has walked, analyze the sleep phases, the pulse, the heart rhythm and the calorie consumption. 
Modern devices can even measure the glucose level, which is very helpful for people suffer-
ing from diabetes. The current health state of the user is then visualized on dashboards in a 
mobile app. The results of these analyses is highly interesting for health insurers since it is 
believed that the more a person is moving (or working out) the likelier it is that he will stay 
healthy. Now every health insurer is interested in keeping his customers healthy since he then 
will not have to pay money for curing their diseases. Health insurers could start offering their 
customers wearable devices in addition to their insurance products or request access to the 
data of the customers’ own devices for analyzing it or simply receiving an average score val-
ue that indicates whether a person is moving a lot or not [76]. Based on the score the insurer 
either receives from a provider or calculates directly on his own, he can then offer discounts 
to his customers on their initial premiums. The data needed for calculating this score can be 
limited to only of a few data points such as the number of steps walked or calorie consump-
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tion – this would be sufficient for the core idea of the Use Case. Of course the models could 
be extended by taking into account all the parameters mentioned before. Indeed, first insurers 
have already started offering such products. Even in Germany, where the public opinion con-
cerning sharing own data is very reserved, the insurance company Generali offers a product 
called Generali Vitality that analyzes how much the customer has been moving. The wearable 
device is provided by Garmin, a manufacturer of such devices. Generali additionally offers its 
customers a 50% discount on buying the Garmin device. Based on the analysis of the health 
data, Generali offers four different stages of discounts for occupational disability insurance or 
term life insurance with the plan to expand into health insurance products. To ensure that cus-
tomer data and the detailed fitness tracking information will not be integrated, Generali even 
did set up a new company that functions as an own legal entity. While it has the job of analyz-
ing the fitness data, it only reports scores resulting from these analyses to the Generali parent 
company for calculating the discounts [79]. Nevertheless Generali already got criticized by 
data protection officers and activists for their new product. Besides pointing out that the cus-
tomers have to agree to the processing of their health data because otherwise they are not eli-
gible for the product, data protection officers criticize that people who are old or disabled 
cannot participate in the program [79]. Indeed the entire product model of offering discounts 
to people who are more active than others is doubtful when seen from the point of view of 
insurance solidarity. Generally spoken, customers who are less active have to pay for the cus-
tomers who are more active. Eventually, it could be possible that insurers charge people who 
are not active enough more for their premiums if such products are not properly regulated. 
Additionally, since health data is to be regarded as the most sensitive data besides financial 
data, data privacy and IT-Security issues arise for this Use Case as well. Because of the im-
portance of the data protection question for all Use Cases using health data, an entire passage 
at the end of this section discusses it. 
Another issue is that people who work out too much have a higher risk of sports injuries, so 
that the basic idea behind the Use Case would collapse. The models calculating the scores 
should take this into account as well by reducing the discount from a certain maximum 
threshold again.  
Besides the expected lower risk for future illnesses and the associated cost reduction, younger 
customers could be attracted by an established health insurer as the discount system can pro-
vide an interesting customer experience for them. Therefore the insurance company could also 
acquire new customers if it implements the Use Case.  
As the Generali example shows, insurance companies have to partner with manufacturers of 
wearable devices for operationalizing this Use Case. The question as in all IoT Use Cases is 
who will own the data then: the insurer or the partner? The profitability of the whole Use 
Case depends on this answer. Furthermore, insurance companies have to decide whether they 
want to use the partner for data collection only and develop the analytical models on their 
own or whether they want to outsource the implementation of the Use Case entirely. They 
also have to clarify whether they want to offer insurance products based on wearables data 
through their normal health insurance company or by a newly founded legal entity – just as 
Generali did do. The latter could help persuade customers that their insurer has no access to 
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their fitness tracking data – an approach that is fitting in countries where data privacy is re-
garded as vital. 
 
Health services based on wearable data: In the previous Use Case a new insurance product 
was introduced that analyzes fitness tracking data and offers customers discounts on their in-
surance premiums if they are physically active. Although this Use Case is technically quite 
similar to the previous one, its goal for value creation is completely different. Instead of offer-
ing discounts, the insurance company now offers health services based on the analysis of the 
fitness data. Depending on the current health state, they can include consultation on how to 
remain healthy, nutrition plans, workout plans and so on. Compared to the previous Use Case 
the insurer can help his customer staying healthy more proactively and offer him consultation 
on how to do this [76].  
Again the insurance company needs a cooperation partner for the tracking devices and the 
questions of data ownership and whether to outsource the implementation entirely to a pro-
vider, arise here, too. Additionally, if the insurer wants to provide a highly precise consulta-
tion, he needs more than only the fitness tracking data. Customer data about previous illnesses 
and treatments has to be integrated with fitness tracking data so that the analytical models can 
generate precise outcomes and offer good individualized consultation. Apparently this raises 
additional data privacy issues when compared with the previous Use Case (see the end of this 
section for a deeper analysis of data privacy) and makes it also more complex to implement. 
Nevertheless this Use Case could generate more growth than the one relying on discounts 
only, since offering health-consulting services in addition to a health insurance provides a 
completely new customer experience. This is especially interesting for younger customers 
who are also rather willing to share their health data with their insurance company. 
Another interesting aspect about wearables is that they can be used for a continuous monitor-
ing of the health status of a customer. Whilst a doctor has little time to check a patient and 
healthy persons do visit doctors rather seldom, the wearable is always monitoring the person 
wearing it. This means it is also possible to use wearable data for predicting illnesses in case 
of strong deviations or anomalies in the values monitored. The predictions become also much 
more individualized, hence they are based on the customer’s own health data. Above all, 
wearables can also be used for treatment purposes too: if a wearable is equipped with glucose 
sensors it can be used for helping diabetes patients. People suffering from chronic21 diseases 
can be reminded to take their medicine if the wearable’s monitoring system notices any 
anomalies [80]. In extreme situations wearable devices could even call an ambulance for the 
patient. As the treatment of chronic diseases makes up for 70 to 80 % of all health spending, 
Big Data apparently could provide a remedy here. The deterioration of a patient’s state could 
be prevented and the duration of hospitalizations could be reduced, thus helping to cut costs in 
the health sector and for the insurers [81]. Eventually wearable devices and especially 
smartphones can also be used for telemedicine: here a patient does not have to visit a doctor; 
instead the doctor can check the patient’s state remotely using the sensors and the camera in 

                                                
 
 
21 A chronic disease is a disease lasting longer than three months. 
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the smartphone. If he detects any issues, the patient comes for a more detailed check and 
treatment to the doctor. The entire approach helps saving costs and time and additionally pro-
vides a better customer experience for the patients [61]. As wearable devices move from be-
ing merely a gadget for people working out a lot towards medical devices ready for clinical 
use, insurers should keep up with this development and try to benefit from it.  
 
Disease Management: In the whole area of health insurance this is the Use Case with the 
greatest opportunities but also the most complex one. The key point about it, is that the insur-
ance company collects data on the customer from many different sources in order to predict 
whether a customer will get sick in the future and which disease he is going to have. With this 
information the insurer can then take steps to prevent the disease by offering the customer 
either consultation on how to remain healthy or offer a preventative treatment before the cus-
tomer gets ill. Thus it has the potential to transform the health insurance entirely: from a reac-
tive model where the insurers helps the customer when he already got sick, towards a 
proactive approach where the insurer helps the customer to prevent illnesses. Everyone in the 
healthcare sector would benefit from this: people are less likely to get sick and have fewer 
illnesses whilst insurance companies and hospitals can save money. Keen predictions even 
reckon that if disease management could be fully implemented, 80% of all doctors would not 
be needed anymore because the amount of sick people would decrease that strongly [81]. 
The required data for predicting a disease can come from various sources: Electronic Medical 
Records, customer data, ICD-codes22, previous illnesses and many more. Data from wearables 
as in the previous Use Case can be used as well, since it offers a continuous monitoring of the 
customer’s health. This data has now to be integrated and complex predictive ML models 
have to be applied to it in order to calculate the probabilities of diseases. Due to the large 
number of different illnesses, there are many possible outcomes for such predictive models, 
so they have to be highly sophisticated. Nevertheless, it is possible to set up these models for 
health analytics by using some of the proven predictive models from Google or other US In-
ternet giants excelling in this area, since the underlying ML concepts are the same [80]. The 
basic idea of disease management is comparable to a Customer-360-Degree view, where all 
available data from customer interactions is collected and analyzed. The difference is that in 
this Use Case it is mainly health data that is collected and analyzed. 
When regarding only the technical feasibility, disease management is no future dream for Big 
Data visionaries, but reality. Already in 2014 a clinic operator in Virginia partnered with IBM 
for a pilot project and was able to predict the risk for future heart failure diseases with an ac-
curacy of 85%. The data used consisted of structured data from transactional systems in the 
hospitals and unstructured data such as doctor’s remarks, notes or reports from medical 
checks. For analyzing unstructured data, text analytics was applied. Parameters used for the 
predictive models included blood pressure, the illnesses a patient has so far suffered from, the 
medicine the patient has taken so far and other environmental factors such as age, sex, occu-
pation and several more. People at high risk of heart failure could now be offered an individu-

                                                
 
 
22 An international classification system for almost all existing illnesses. 
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alized treatment to prevent this disease for them [82]. By applying text analytics to the content 
from medical journals, various US Internet companies are trying to develop cancer treatment 
therapies. Furthermore, through analyzing patients’ DNA, cell structure, biological ecosys-
tems and many more it is possible to learn more about diseases and their properties. Big Data 
is also capable of transforming biology and medical research. 
There are two main challenges when operationalizing the Use Case: obviously the first is data 
privacy, hence the customer has to share all of his most sensitive data with his insurance 
company. The second is the lack of data, because currently no insurance company in the 
world has got enough data for making a sufficiently precise prediction on future illnesses for 
its customers. In fact, health data is spread between many different silos in insurance compa-
nies, clinics, pharmaceutical companies and so on. There is lots of it available: in 2013 there 
were 150 Exabyte of data in the entire health sector. However, only 10 to 15 % of all compa-
nies or hospitals in the health sector have so far exploited the full potential of their data. Be-
sides the silos mentioned before, the lack of data integration within single companies or 
clinics is a reason for this poor performance. The data stored and processed in the health sec-
tor is rather complex when compared to data used in banks or retail companies. Additionally, 
IT budgets in the health sector are quite low, so that not enough money for data driven inte-
gration projects has been available so far [83]. The solution lies in breaking up the data silos 
and other organizational barriers by creating a common data platform for all actors in the 
health sector where they could pipeline their data to for integrating it. This “health data lake” 
could be the basis for all analytical models used in disease management for predicting illness-
es or clinical trials of new drugs. Setting up this data lake makes it possible to uncover new 
patterns and causalities for studying and predicting illnesses. Yet building it up requires trust 
and partnerships with many actors such as clinics, pharmaceutical companies, academic re-
search institutions and many more. Therefore the data integration is not only a technical issue, 
but should also include governance and building trust. Additionally, since health data is high-
ly sensitive, the data lake should guarantee the highest IT-Security standards [81, 83]. This is 
where the chance for insurance companies to take the lead in setting up a “health data lake” 
lies. Since insurance companies are regarded as very trustworthy and have implemented vari-
ous IT-Security mechanisms, they could use this reputation for convincing other actors in the 
health sector to put their data into a data lake managed by insurers.  
If the creation of this “health data lake” should fail, then insurance companies could try to 
persuade their customers to share their data directly with the insurers, e.g. by granting the 
access to a patient’s Electronic Medical Record. Insurers could also partner with single actors 
from the health sector: for example to get data from clinical trials or the course of diseases in 
order to have enough data for training their own predictive models. The predictive models 
could also be developed by partnering with research institutions or pharmaceutical companies. 
Eventually partnerships will be vital for successfully operationalizing the disease management 
Use Case.  
To draw a bottom line, disease management has vast potential for insurance companies and 
all other actors in the health sector. Nevertheless it will take many years before it can be fully 
implemented, PII issues can be solved and trust can be established between the various actors 
involved. 
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Sensor-based services in life insurance: When it comes to Big Data, life insurance is a spe-
cial case. Unlike in P&C or health insurance, very few claims are filed here so that the 
amount of customer interactions is very low. Actually, after the underwriting process there are 
almost no customer interactions. One possibility to increase customer interactions and provide 
a better customer experience is offering wearable-based assistance services to the customers. 
The basic idea is quite similar to the Use Case where health consultation services are offered 
using data from wearable devices. However, instead of providing consultation, the aim here is 
to support the customer in case of any incidents. Therefore his health state is continuously 
monitored using a wearable device – in case of any anomalies or deviations in the vital signs 
such as pulse or blood pressure the customer can be advised to visit a doctor [40]. If the de-
viations are critical the system can call an ambulance to check whether the customer has suf-
fered a heart attack and help him if needed thus saving his life. As in all Use Cases using IoT 
devices, the life insurer needs to partner with a manufacturer of the monitoring device.  
Besides the data privacy issues that arise in each Use Case processing health data, there is 
also a high risk for the insurer in case of false positives. Here the system either does give 
alarm if no incident has happened at all or it does not give alarm in case of an incident. Im-
plementing a function where the customer can deactivate the alarm before anyone is informed 
if there is no incident, can solve the first scenario. However, the second scenario cannot be 
ruled out completely even if the system is properly tested and guarantees high quality. This 
means in case this scenario becomes reality, the life insurer would have to expect lawsuits 
from the customer or his relatives. Such options of course do pose a hurdle for life insurers to 
implement this Use Case.  
 
As it has already been pointed out, data privacy and protection is of paramount importance for 
each Big Data Use Case that is processing health data. Health data is the most sensitive data 
of all data types and it takes a good deal of trust for customers to be ready to share it with in-
surers. Since health data often has to be regarded as PII or is used together with PII so that the 
analytical models can deliver precise results, the respective data protection laws have to be 
complied with. Customers also have to agree to share their data and its processing by an in-
surance company. Above all, IT-Security is a very important issue, as it has to be made sure 
that hackers do not steal health data. In 2014 one of the largest clinic operators in the US, 
Community Health Systems, was hacked. The stolen data included patients’ names, policy 
numbers, diagnoses and information on invoices and billing. This data can then be used to file 
fraudulent insurance claims or buy medicine for reselling it later. Because such hacks and the 
theft of health data is often not noticed quickly enough, hackers and criminals can use the 
stolen data for several years. This leads to the fact that a single data set of health data is sold 
for ten dollars which is 10 to 20 times more than a credit card number. At the same time it is 
rather easy to hack the IT systems of a clinic or a healthcare provider, since they are often 
operating very old legacy systems that are not able to withstand modern hacker attacks. In fact 
the number of these attacks on the health sector is rising: in 2009 only 20% of all companies 
in the health sector were affected, by 2013 already 40% were [84]. Insurance companies are 
better off when it comes to IT-Security as they have invested large amounts of money into 
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renewing their systems and setting up new digital defense lines. This is also why they could 
be the ones leading data integration projects in the health care sector (like in the disease man-
agement Use Case). 
Finally people’s readiness to share their health data is decisive for the success of all health 
Use Cases. Whilst in the US 43% of people are ready to share their health data if they get a 
financial benefit from it, in Germany only 22% are. In China even 79% are ready to share 
their health data (see figure 2.1). In the US it is believed that customers will be ready to share 
their data if they get a financial incentive like the premium discount [80]. Therefore it is like-
lier that customers in China or the US will purchase data driven health insurance products 
than customers in Germany. Nevertheless insurers should focus on such markets too and offer 
customers a compelling added value in order to convince them to share their data.   

3.3 Use Case Evaluation Methodology and Results 
In order to find the most promising Use Cases for the insurance sector the ones identified in 
section 3.2 had to be evaluated concerning different criteria by conducting expert interviews 
in a leading insurance company. To develop the questionnaire, two main sources were used. 
One was an evaluation framework for Big Data Use Cases from PwC where the added value 
and complexity analysis were derived from [5]. The other was the Smart Strategy Board. 
Based on the completion and risk panel the risk analysis question and the respective risk cate-
gories were derived. Finally the operations panel brought the question for the need of a coop-
eration partner when operationalizing a Use Case [4]. At this point it is worth noting that a 
cooperation partner could be either someone helping to keep a Use Case running (e.g. by 
providing a sensor device for data collection) or someone who helps implementing the under-
lying system for the first time (e.g. the provider of a large AI-system). The questions asked in 
the expert interviews are the following: 
 

1. Is the Use Case already implemented in your company? If not, do you plan an imple-
mentation? 

2. On a scale from one to four with one being lowest and four being highest, how high do 
you think is the added business value created through this Use Case? 

3. Which type of added value is created through this Use Case? Possible categories in-
cluded cost reduction, growth creation, automation, risk mitigation, the introduction of 
a new product or providing an improved customer experience. 

4. On a scale from one to four with one being lowest and four being highest, how high do 
you think is the implementation complexity for this Use Case? 

5. What are possible risks that could arise when implementing this Use Case? Possible 
risks categories included IT-Security, market risks, financial risks, data privacy/legal, 
lack of data or negative customer perception.  

6. Do you think there is a need for a cooperation partner when implementing this Use 
Case? 

These six questions were asked for each Use Case presented in section 3.2. Additionally the 
interviewees were asked for their line of business (P&C, life insurance, health insurance or 
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another cross-functional unit), their company department (IT, Business Analysis & Architec-
ture, Business Owners) and their work experience in years.  
During the interviews, the interviewees were shown a presentation in order to give them an 
overview over each Use Case. For each Use Case there was a description of the main facts 
about it and an industry example or a possible scenario for the Use Case when it is imple-
mented. Presenting an example did help getting a better understanding and perception of the 
Use Case, so that particularly the decision makers previously not familiar with a Use Case 
were able to give a profound assessment of the respective Use Case.  
There were 14 interviewees with 18 years of work experience on average, working in differ-
ent company departments and covering various roles. These roles included senior managers, 
Big Data experts and also many business owners so that one could get a proper, business-
based assessment of the added value each Use Case did generate. The interviewees were cho-
sen in a way that all possible products and service lines in an insurance company were cov-
ered, which are P&C, life, and health insurance as well as internal functions like data 
analytics, BI or architectural governance. 
For non-disclosure reasons the detailed results of the Use Case evaluation are only be pub-
lished inside the insurance company where the interviews were conducted and will not publi-
cally available. However, an overall summary can be given describing the main results of this 
evaluation. The claims automation Use Case was regarded as the one that could by far gener-
ate the highest added business value through reducing costs and providing a new, compelling 
customer experience when settling claims within a few minutes. At the same time, this Use 
Case is judged to be rather complex to implement, especially because of the organizational 
issues to be solved during the restructuring of a claims-settlement department, where the 
number of employees would be significantly reduced after implementing it. Fraud detection, a 
Use Case that is required for operationalizing claims automation, is judged to provide less 
added value than claims automation (though still at a reasonable level) but is just as difficult 
to implement. Here the difficulties are not caused by organizational issues, but through tech-
nical challenges, because sophisticated fraud detection requires complex unsupervised ML 
models. Because of this combination of a high added value and various challenges to imple-
ment them, these two closely related Use Case were selected for testing the Big Data Refer-
ence Architecture by designing a Solutions Architecture for each of them in section 5.3.3.  
Each Use Case from the Smart Health and Smart Life category was judged to be associated 
with a number of risks when operationalizing them. The reason is the processing of highly 
sensitive health data, which poses challenges in data privacy and IT security for an insurance 
company. Additionally the insurer does have to convince the customer to share his health data 
(e.g. from wearables or electronic medical records) with him, what leads to the risk of a lack 
of data. This, and the need for highly complex predictive ML models is the reason why dis-
ease management, which is the Use Case with the highest added value in this category, is re-
garded as most difficult to implement of all Use Cases presented in section 3.2.  
Finally, there are some Use Cases that provide a good added value and are easy to operation-
alize. One of them is the usage of external data for pricing, where external data could offer 
new parameters for the underwriting process thus significantly improving the insurer’s risk 
management and assessment. Since technical difficulties are reduced to building APIs for 
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external data and slightly adjusting existing risk assessment processes, the Use Case is easy to 
implement. Another such Use Case is churn management, where the probability of a customer 
canceling his contract is predicted and if needed, an offer is made to him so that he is con-
vinced to stay. This helps the insurer save a large amount of money, as keeping existing cus-
tomers is far cheaper than reacquiring new ones. Since the required data for predicting a churn 
is available, the relevant parameters are clear and the predictive models are not very compli-
cated, the Use Case can be implemented without major problems.   
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4. Requirements for Operationalizing Big Data Use Cases 

4.1 Use Case specific Requirements 
In this section for each Use Case that was outlined in chapter three the requirements needed to 
operationalize it are presented. The descriptions follow the template introduced in section 
2.2.2. The data sources listed in the requirements are only examples for a set of parameters 
that can be used for the respective Use Case and can be extended if needed. The presentation 
and operationalization category also offers only a few examples or scenarios on what the 
presentation of the results, the user interface or a subsequent processing of the results can look 
like. As mentioned before, the knowhow category is not filled in for non disclosure reasons. 
Furthermore, some important aspects pointed out in chapter three in the Use Case descriptions 
are included here as well. 

4.1.1 Customer Analytics 

Use Case Title  Churn Management 
Description Through analyzing customer interactions it is predicted 

via a statistical model how likely it is that the customer 
is going to cancel his contract. When reaching a signif-
icant probability of churn, the customer gets an offer in 
order to persuade him to stay with the company  

Big Data  
Characteristics 

Data Source Customer interactions: mails, phone calls, letters, 
click-history, existing CRM-data, data from transac-
tional systems (Core-Insurance), internal process data 
(e.g. settling a claim takes too long or longer than av-
erage time), customer complaints, social media, busi-
ness rules. 
PII-data on customer, data about his contracts (when 
last cancelled if applicable, how many contracts does 
he have, payment method). 

Volume Average amount of data when compared to other use 
cases. 

Velocity Depending on source, some inputs require streaming 
the data (e.g. social media monitoring) to get into the 
landing zone. Data from transactional systems or 
CRM-data can be batch-loaded. Data from customer 
interactions and communication should be streamed 
so that the insurer can react instantly to any changes 
that might seriously affect the probability of a churn. 

Variety High, many different sources involved, so a data lake 
for their integration is needed. 
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Big Data  
Science 

Veracity and  
Data Quality 

Particularly external data needs data cleansing, as the 
quality is not sufficient for direct pipelining into a 
model. Internal structured data (e.g. from transactional 
systems or customer databases) has mostly a good 
quality. Of course this requires the existence of respec-
tive processes to ensure good data quality in transac-
tional systems. 
Nevertheless it should pass a cleansing process as well, 
although when comparing it with the cleansing of ex-
ternal data some process stages can also be left out. 

Presentation 
and Opera-
tionalization 
 

 

In case of a high churn probability the churn manage-
ment application has to trigger a targeting process for 
generating a fitting offer so that the customer can be 
convinced to stay with the insurer (if the customer is 
profitable, otherwise his contact cancellation should 
not be prevented). The communication channel to-
wards the customer varies depending on the event that 
triggered the churn process. It can be either an auto-
matically sent mail or push notification (real-time 
event processing) or a sales agent who receives a daily 
report on who of his customers are likely to churn 
(batch-oriented processing). 

Data Types Data from existing systems or logs is structured, textu-
al communication is semi-structured, phone calls and 
external data (e.g. social media) is unstructured. 

Data  
Analytics 

Predictive models for predicting the churn probability 
are needed and the relevant parameters have to be 
identified. However a part of these parameters can be 
derived from other common solutions for churn man-
agement. The data has to be processed at real-time 
speed so that insurers can react instantly on any 
changes that affect the risk of a churn. Semi-structured 
data requires the usage of text analytics in order to 
analyze the content of a customer mail. When it comes 
to analyzing the content of phone calls, speech to text 
algorithms and text analytics have to be applied. Fur-
thermore, sentiment analysis can be used for identify-
ing difficult cases and reacting respectively as 
frustrated customers are likelier to cancel their con-
tracts. 

Security and  
Privacy 

Personally 
Identifiable 
Information 
(PII) used? 

Yes 
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Highly  
Sensitive da-
ta used? 

Not directly, only in case of enrichment with social 
media or other external PII additional risks arise. 
However if the churn prediction model involves health 
data for customers in health or life insurance, the re-
spective data protection standards have to be ensured 
here too. 

Governance, 
Compliance 
& Audit 

Customer has to agree to a processing of his data since 
PII is used. Thus compliance with BDSG and GDPR 
(EU-DSVGO) is required as well. 

Organizational 
& Business  
Requirements 

Knowhow n.a. 

External  
Partners 

None needed 

Other  
Business  
Challenges 

Although not directly part of the churn prediction, the 
following aspect is of high importance for the churn 
management Use Case: the maximum amount of dis-
counts in an offer to the customer has to be calculated 
so that the whole business case remains profitable for 
the company. Thus a financial risk can be mitigated. 

Other Big Data Challenges Predictive models for predicting the churn require a 
long time for training. For getting a 360-degree view 
on the customer, data integration and bypassing system 
divisions is vital.  
Special case: Analysis of contracts that contain several 
insured persons by comparing addresses and family 
names (cleansing needed here, as this combination isn't 
always correct or unambiguous). This can be done 
either with a Rules Engine or by setting up an addi-
tional analytical model. 
Using standard enterprise software could be a possible 
solution here since churn management applications are 
already available from many providers. The technical 
difficulties would then be mostly reduced to data inte-
gration issues. 

Table 4.1: Churn Management requirements 
Source: Own considerations and [1], [61], [64], [93] 

Use Case Title Targeting 
Description By analyzing customer interactions and customer data, 

customer profiles and segments can be set up. Then the 
customers in the respective segments can be offered 
products that other customers in the same segment 
have. By making the targeting as precise as possible 
the customer can receive offers he is likely to buy as 
the company knows what the customer is interested in 
(products, campaigns). 
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Big Data 
Characteristics 

Data Source Customer interactions: mails, phone calls, letters, 
click-history (weblogs), existing CRM-data, data from 
transactional systems (Core-Insurance), social media. 
PII-data on customer, data about his contracts (when 
last cancelled, how many contracts does he have, pay-
ment method), data from sales agents, any other exter-
nal data that helps to get a better view on the customer, 
business rules. 

Volume For a basic targeting an average amount of data is 
enough, when the goal is to have a very precise target-
ing, then it is essential have a large and broad dataset. 

Velocity Depending on the source, some inputs require stream-
ing the data (e.g. social media monitoring or click-
logs) before it gets into the landing zone. 
Data from transactional systems or CRM-data can be 
batch-loaded. 
Data from customer interactions and communication 
should be streamed so that the insurer can react in-
stantly to any changes in the customer's behavior and 
enable real-time marketing and churn prevention. 

Variety Very high, lots of different sources involved, a data 
lake for their integration is needed. Non-centralized 
data from sales agencies is highly various as well and 
has to be integrated in the data lake, too. 

Big Data  
Science 

Veracity and 
Data Quality 

Particularly external data needs data cleansing, as the 
quality is not sufficient for direct pipelining into a 
model. Internal structured data (e.g. from transactional 
systems or customer databases) has mostly a good 
quality. Of course this requires the existence of respec-
tive processes to ensure good data quality in transac-
tional systems. 
Nevertheless it should pass a cleansing process as well, 
although when comparing it with the cleansing of ex-
ternal data some process stages can also be left out. 

Presentation 
and Opera-
tionalization 
 

Various possibilities for the customer communication 
after triggering a targeting event are possible. One is 
where sales agents do receive a notification with the 
currently fitting product offering. In case of full auto-
mation, the system has to trigger communication with 
the customer (including the new offering) either via 
mail or e-mail. The targeting Use Case also serves as 
the source for offers to prevent a customer churn. 

Data Types Data from existing systems or logs is structured, textu-
al communication is semi-structured, phone calls and 
external data (e.g. social media) is unstructured. 
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Data  
Analytics 

Predictive models are needed for advanced targeting 
and they have to include many different parameters as 
there are many possible recommendations and out-
comes in targeting. A basic recommendation engine is 
possible without complex models. When it comes to 
customer clustering unsupervised ML algorithms can 
be used because they are likely to find new insights 
that were completely not known before. Semi-
structured data requires the usage of text analytics in 
order to analyze the content of a customer mail. When 
it comes to analyzing the content of phone calls, 
speech to text algorithms and text analytics have to be 
applied.  
In case of an event driven application (real-time mar-
keting), (near) real time processing of the data is re-
quired. If the goal is only to improve existing 
marketing campaigns then batch-oriented processing 
is sufficient. 

Security and 
Privacy 

Personally 
Identifiable 
Information 
(PII) used? 

Yes 

Highly sensi-
tive data 
used? 

No, only in case of enrichment with social media or 
other external data additional risks arise. 

Governance,	
Compliance	
&	Audit	

The customer has to agree to a processing of his data 
since PII is involved. Above all there are opt-in issues 
(can data from a customer in health insurance be used 
for advertising life insurance?). Furthermore a consent 
from the customer is needed for receiving advertise-
ments/offers (Werbeeinwilligungserklärung). 
Compliance with BDSG and GDPR is required, since 
PII is being used here. 

Organizational	
&	Business		
Requirements	

Knowhow	 n.a.	

External	
Partners	

Any provider of external data for enriching the basis of 
the targeting models - APIs are needed to be able to 
connect with them. 
For acquiring new customers external data providers 
(Acxiom, Payback) are vital. 
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Other		
Business		
Challenges	

Models have to take into account that a customer 
shouldn't get too many offers (no spam) for avoiding 
negative customer experience. 
Furthermore clerks working in the back office should 
receive trainings on how to sell products based on au-
tomatically generated suggestions (e.g. a Next Best 
Offer). 

Other Big Data Challenges The models have to prevent spurious correlations 
and require long time for training. For getting a 
360-degree view on the customer, data integration and 
bypassing system divisions is vital.  
Special case: Analysis of contracts that contain several 
insured persons by comparing addresses and family 
names (cleansing needed here, as this combination isn't 
always correct or unambiguous). This can be done 
either with a Rules Engine or by setting up an addi-
tional analytical model. 
Precise targeting requires a broad data basis, which 
currently isn't available in most insurance companies. 
The integration of existing data sources and enrich-
ment with external data in a data lake are of paramount 
importance for achieving a segment-of-one view on 
the customer. Above all the lack of traffic on the com-
pany websites is a challenge for delivering enough 
data for a precise targeting based on click-streams. 
Using standard enterprise software could be a possible 
solution here since Next Best Action, Next Best Offer 
or Customer-360-Degree View applications are al-
ready available from many providers. The technical 
difficulties would then be mostly reduced to data inte-
gration issues. 

Table 4.2: Targeting requirements 
Source: Own considerations and [1], [61], [62], [63], [64], [93]. 
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4.1.2 Internal Processes 

Use Case Title Fraud Detection  
Description Through analyzing claims and customer data, fraudu-

lent claims can be identified. Therefore models have to 
identify patterns in settled claims (analytical models 
based on historical data) in order to check new incom-
ing claims.  
Another possibility is to apply prescriptive models for 
identifying new patterns in fraudulent claims that are 
not known so far. 

Big Data  
Characteristics 

Data Source PII Data on customers, historical claims data (who 
repaired damages, damage costs or price for fixing it, 
place where the accident/incident happened, invoices), 
customer's contract/policy information, customer in-
teraction data (phone calls, mails, letters), information 
on who is a known submitter of fraudulent claims (e.g. 
from the Insurers association GDV), new submitted 
claims (also if available images of the acci-
dent/incident/damaged property), business rules, social 
media data (to detect anomalies when comparing 
claims data with a person's real life). 

Volume Given the large amount of claims being processed and 
the data coming with it, the data volume is to be re-
garded as high. 

Velocity The submitted claims have to be streamed in order to 
enable near real-time processing of the claims (please 
refer to the claims automation use case for more in-
formation on this). 

Variety Because of many different data sources, an integration 
in a data lake is needed (landing zone from where 
data can be accessed by ML models). Especially the 
integration with legacy systems poses a great challenge 
here. Above all the real-time integration (since stream-
ing is involved) in the landing zone is quite difficult to 
implement. 
The data lake should be the one used for the claims 
automation Use Case. 
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Big Data  
Science 

Veracity and 
Data Quality 

Semi- and unstructured data requires data cleansing 
(particularly data from customer communication and 
input for photo forensics - if not already cleansed in 
the claims automation Use Case). Structured data from 
claims and transactional systems should have high 
quality in case respective processes to ensure this do 
exist in transactional systems. If this data comes from 
the claims management data lake then no cleansing is 
needed here. Structured data from other internal sys-
tems should nevertheless go through a cleansing pro-
cess although some steps can be omitted when 
compared to the cleansing of external data. 
Ensuring high data quality is of paramount importance 
here since otherwise the number of false positives will 
increase heavily. 

Presentation 
and Opera-
tionalization 
 

In case a claim is identified as fraudulent, a clerk from 
the anti-fraud department has to be notified for check-
ing the specific claim manually before contacting the 
customer.  
In case of a white claim the result has to be automati-
cally passed to the Claims Automation application for 
continuing the settlement process. 

Data Types Data on customers from customer databases is struc-
tured, as is a part of the incoming claims data and the 
historical claims data. The data from written commu-
nication and from claims description is semi-structured 
and data from phone calls and accident/damage images 
is unstructured. 
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Data  
Analytics 

Conventional fraud detection does rely on a set of 
business rules for detecting suspicious claims. ML 
models are used for identifying patterns in the claims 
data, which is enriched with customer and external 
data. The more parameters and data is used for detect-
ing patterns in structured data, the more complex the 
respective models do get. Text analytics and photo 
forensics need very complex analytical models (see 
section Other Big Data Challenges for this). The anal-
ysis of networks consisting of who settled the claim, 
accident locations, who was involved in the accident, 
who repaired the damage, etc. provides a good basis 
for pattern recognition. For storing the networks a 
graph database would make sense. 
The data has to be processed in (near) real-time for 
being able to settle claims as fast as possible. 
Two approaches are possible: 
•Supervised learning: based on historical data use 
known patterns for analyzing newly incoming claims 
and detecting fraudulent claims among them. 
•Unsupervised learning: use historical and newly in-
coming claims for finding patterns in claims that have 
not been known so far. 

Security and 
Privacy 

Personally 
Identifiable 
Information 
(PII) used? 

Yes 

Highly sensi-
tive data 
used? 

Depends on company department: in life and health 
insurance highly sensitive health data is being used. 
This leads to high requirements concerning IT-
Security and Identity&Access Management.  

Governance, 
Compliance 
& Audit 

Customer has to agree to a processing of his data since 
PII is involved, however this should be covered in the 
claims settlement process. No explicit customer con-
sent for data usage for fraud detection is needed. 
GDPR poses no restrictions on automated fraud ana-
lytics, so no compliance issues concerning "legally 
binding decisions" arise here. Usage of social media is 
also covered by GDPR if it follows the purpose of de-
tecting fraudulent claims. However since PII is used, 
compliance with BDSG and GDPR has to be ensured. 

Organizational 
& Business  
Requirements 

Knowhow n.a. 

External 
Partners 

Providers of data on known fraudsters, e.g. the GDV 
(association of insurance companies in Germany) 
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Other  
Business  
Challenges 

As long as the models are not sufficiently trained, 
claims that are declared as fraudulent must be analyzed 
manually in order to avoid false positives and thus 
giving the customer a negative experience without a 
reason. As soon as the models are trained properly, the 
number of false positives will decline. 
Another issue is that only a few claims are entirely 
fraudulent, i.e. they are completely made up. In most 
cases real claims are filed with slightly increased in-
voice sums. This raises the question whether the high 
investments needed for implementing the whole Use 
Case will eventually pay off. 

Other Big Data Challenges Text analytics (analyzing content of mails, letters, 
claim descriptions), natural language processing (sen-
timent analysis in calls) and photo forensics (analyzing 
images of accidents/damages) are all technically very 
difficult to implement. The latter even requires the 
usage of neural networks do deliver proper results in 
image recognition. 
The models for detecting patterns have to be slightly 
adjusted for the respective country when being used 
internationally in a large insurance company. 
Above all the models take time to get precise (requires 
time-consuming training) and deliver proper results 
when detecting fraudulent claims. 

Table 4.3: Fraud Detection requirements 
Source: Own considerations and [1], [61], [62], [64], [65], [67], [93]. 

 
Use Case Title Claims Automation 
Description By extending the Rules-Engine based approach in 

claims settlement with text analytics and ML the 
claims settlement process can largely be automated. A 
combination with the fraud detection use cases makes 
sense. 

Big Data 
Characteristics 

Data Source Customer data (PII) from customer databases, histori-
cal claims data (especially for training the ML models) 
or newly incoming claims (description of operation, 
doctor's or surveyor's notices and reports, invoices), 
business rules, customer's contract data (particularly 
content of insurance policy). 

Volume Given the large amount of claims being processed and 
the data coming with it, the data volume is to be re-
garded as high. 
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Velocity Newly incoming claims have to be streamed to the 
landing zone for enabling near real-time claim settle-
ment. 

Variety Many different data sources require an integration in a 
data lake (landing zone from where data can be ac-
cessed by ML models). Especially the integration with 
legacy systems for accessing historical claims poses a 
great challenge here. Above all the real-time integra-
tion (as streaming is used) in the landing zone is very 
difficult to implement. 

Big Data  
Science 

Veracity and 
Data Quality 

Semi- and unstructured data requires data cleansing 
(particularly data from customer communication, doc-
tor's or surveyor's notices and images in the claims). 
Structured data from historical claims and transaction-
al systems should have high quality in case respective 
processes ensure these do exist in transactional sys-
tems. Structured data from new claims definitely has 
to pass data cleansing processes too.  
Internal data has to pass a cleansing process as well, 
although when comparing it with the cleansing of ex-
ternal data some process steps can be omitted. 
High data quality is of paramount importance here 
since otherwise the claims will be settled in a wrong 
way causing financial losses for the company. 

Visualization In case a claim is settled without any objections, the 
pay-out has to be triggered and the customer informed 
automatically. 
In case there are any objections, a clerk should analyze 
the claim before triggering a possible partial pay-out 
and eventually notifying the customer. This manual 
analysis is particularly important in the beginning 
when the models are not yet entirely trained. After a 
certain time these manual checks can be reduced to a 
few random samples. 

Data Types Data on customers from customer databases is struc-
tured, as is a part of the incoming claims data and the 
historical claims data. The data from written commu-
nication and from claims description is semi-structured 
and data from phone calls and accident/damage images 
is unstructured. 
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Data  
Analytics 

First an incoming claim has to be properly recorded. 
Besides conventional data transformation processes 
this includes applying text analytics for analyzing the 
claim's content. Afterwards a set of business rules and 
an analytical model are used for comparing a claim 
with the content of the customer's insurance policy to 
determine whether the claim will be paid and to what 
extent. The comparison-component is trained with ML 
algorithms using a large amount of historical claims 
data. If the insurance company does not have a proper 
product model, the content of insurance policies has to 
be analyzed with text analytics too. Additionally image 
analytics (for images of accidents/damages – however 
difficult to implement as neural networks are required) 
and natural language processing (analyzing phone calls 
with the customer) can be applied. 
The entire application can be extended through a ML 
component that learns with each settled claim whether 
it was settled correctly and thus strongly improves the 
system's accuracy (reinforcement learning approach).  
The data has to be processed in (near) real-time for 
being able to settle claims as fast as possible. Since 
claims are processed in micro-batch style, Apache 
Spark could be a possible processing framework that 
still guarantees reasonable latency whilst being able to 
process high workloads. 

Security and 
Privacy 

Personally 
Identifiable 
Information 
(PII) used? 

Yes 

Highly  
sensitive 
data used? 

Depends on company department: in life and health 
insurance highly sensitive health data is being used. 
This leads to high requirements concerning IT-
Security and Identity&Access Management. 

Governance, 
Compliance 
& Audit 

The customer has to agree to a processing of his data 
since PII is involved (actually covered during under-
writing and contracting).  
Since GDPR does not allow entirely automated deci-
sions on claim settlement, in case of a result that the 
claim will not be settled, it has to be ensured that it is 
checked by an agent before contacting the customer. 
Compliance with BDSG and GDPR has to be ensured 
because of PII usage. 

Organizational 
& Business 

Knowhow n.a. 
External 
Partners 

None needed 
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Requirements Other  
Business 
Challenges 

A large automation program leads inevitably to job 
cuts in the claims settlement department. This results 
in a political/organizational risk, which has to be dealt 
with by setting up training programs and mitigating the 
ramifications for those affected by the job cuts. 

Other Big Data Challenges The main challenge here is the data integration; the 
models needed for text analytics are regarded as sim-
ple by data science experts. However for a full imple-
mentation of claim automation, the Fraud Detection 
Use Case has to be up and running, which requires 
very complex models. Additionally, system divisions 
have to be bypassed. 

Table 4.4: Claims Automation requirements 
Source: Own consideration and [1], [2], [64], [70], [93]  

Use Case Title External Data for Optimized Pricing and 
Risk Assessment 

Description The pricing processes are enriched with external data 
from different providers for an improved risk assess-
ment. The data actually used depends on the respective 
product being priced.  

Big Data 
Characteristics 

Data Source Depends on product priced: examples include: 
-Provider of weather data e.g. for flood or house insur-
ance 
-Provider of geospatial data for insurance against wild-
fires or house insurance 
-Provider of customer segment data for enriching tar-
geting in order to acquire new customers 
-Information on houses (milieu-data: construction 
structure, information on house age, etc.) for pricing in 
house insurance. 

Volume Depends on product priced. 
Velocity For real-time pricing engines, streaming the data is 

required, in other cases batch-loading the data to the 
landing zone would be enough (these will be the case 
in most scenarios). 

Variety Given the high number of different data sources, stor-
age and integration in a data lake is required. The data 
lake will serve as the central landing zone from where 
the risk assessment processes can extract the data for 
pricing the respective product. 
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Big Data  
Science 

Veracity and 
Data Quality 

Depends on the contract with the external data provid-
er and his input: in the best case the data provided al-
ready has a very high quality and is ready to use 
without cleansing. For quality assurance purposes the 
data sets should nevertheless pass a cleansing and 
transformation process. However it does not have to be 
as extensive as when dealing with raw external data. 

Presentation 
and Opera-
tionalization 
 

Depends on the product which is priced. However as 
this Use Case's goal is simply to supply the pricing and 
risk assessment process with additional parameters, no 
visualization is necessarily needed. A possible visuali-
zation could however include the impact the external 
parameters have for the whole risk model. 

Data Types Depends heavily on the external data and the contract 
with the provider, in the best case the provider already 
takes cleansing, clustering and structuring the data 
upon him. 

Data  
Analytics 

Depends on the product priced. Adaptions in existing 
pricing and risk assessment processes are needed, 
however no complex ML models are required for 
the Use Case on its own. 
The pricing processes can however be extended 
through a ML component which takes care of analyz-
ing which parameters are truly relevant for correctly 
pricing a product. 

Security and 
Privacy 

Personally 
Identifiable 
Information 
(PII) used? 

As long as it is used only in P&C or industrial insur-
ance no, for life and health insurance maybe yes. 

Highly  
sensitive da-
ta used? 

Only when used in life and health insurance. 

Governance, 
Compliance 
& Audit 

As long as no PII is involved, no specific issues do 
arise here. 

Organizational 
& Business 
Requirements 

Knowhow n.a. 
External 
Partners 

The providers of the external data sets. 

Other  
Business 
Challenges 

An adaption of the existing pricing and risk assessment 
processes is needed concerning the new parameters 
from the external data. 
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Other Big Data Challenges No complex models involved, the only challenge is the 
data integration, which can be solved using a data lake. 
Another challenge would be defining an API for hav-
ing a connector to the external data sources (especially 
when it comes to streaming the data the connector is-
sue is difficult - a possible solution could be Kafka) 

Table 4.5: External Data for Pricing requirements 
Source: Own considerations and [71], [64], [93] 

Use Case Title Enterprise Architecture and Business Pro-
cess Analysis based on Monitoring Data 

Description By collecting monitoring and tracking data, the insur-
ance company can analyze its Enterprise Architecture 
and the applications for possible reasons leading to 
outages or too long response times. 

Big Data 
Characteristics 

Data Source Every system and application that is part of the enter-
prise landscape and can provide monitoring data of it. 
Additionally web-tracking data from the company's 
retail websites can be collected.  
Data from users who visit and navigate through the 
insurer’s retail website. 

Volume Comparably high, if all enterprise applications are in-
volved. Concerning tracking data, it depends on the 
amount of users of a website (today it is rather low for 
retail websites). 

Velocity Monitoring and web tracking data will come in real-
time, i.e. it has to be streamed in order to be able to 
derive optimal insights as fast as possible from it. 

Variety Given the high amount of different applications exist-
ing, the number of data sources is high. As each appli-
cation will generate different monitoring and tracking 
data, the variety is high as well. It makes sense to inte-
grate the data in a data lake so that other Use Cases 
(e.g. Targeting) can use the tracking data for their pur-
poses as well. 
Both monitoring and web-tracking data can be stored 
in NoSQL databases optimized for storing logs (e.g. 
Cassandra or HBase). 

Big Data  
Science 

Veracity and 
Data Quality 

Since the data comes in in a raw state it has definitely 
to be cleansed before it can be pipelined into an ana-
lytical model. 
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Presentation 
and Opera-
tionalization 
 

The current state of the Enterprise Architecture and the 
application landscape has to be visualized using sever-
al dashboards. In case of an outage the responsible 
departments have to be notified about the applica-
tion/subsystem/service/etc. the outage was caused. 
Tracking data can be visualized on dashboards show-
ing user's navigation history and dropout rates and 
other KPIs. 

Data Types Tracking and monitoring data is structured (compara-
ble to sensor data in the IoT Use Cases). 

Data  
Analytics 

Data has to be processed at (near) real-time speed, so 
that the users of the monitoring system are always up 
to date about the state of the application landscape.  
The algorithms for analyzing the monitoring and track-
ing data don't need to be complex since it is mostly a 
time series analysis that is required for the core Use 
Case.  
The algorithms required for detecting underwriting 
fraud, developing new individualized products and 
providing product recommendations are more complex 
but not directly part of this Use Case. 

Security and 
Privacy 

Personally 
Identifiable 
Information 
(PII) used? 

Not for the core Use Case, however depending on the 
application tracked it can make sense to enrich the 
monitoring data with PII. This would however lead to 
compliance and data protection issues. 
Tracking data has to be anonymized. 

Highly  
sensitive data 
used? 

No. 

Governance, 
Compliance 
& Audit 

If no PII is involved, no specific issues arise here. If 
yes, compliance with the respective data protection 
laws (such as BDSG or GDPR) is required. 

Organizational 
& Business 
Requirements 

Knowhow n.a. 

External 
Partners 

None needed. 

Other  
Business 
Challenges 

Currently the business value particularly lies in the 
reduction of maintenance costs. However other Use 
Cases can also use the analysis results or especially the 
tracking and monitoring data making this Use Case 
rather a foundation or data source for other ones. 
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Other Big Data Challenges Particularly the integration poses high challenges since 
especially in large companies there is a high variety of 
applications with many legacy systems being availa-
ble. Integrating them into a holistic tracking and moni-
toring environment is very difficult. The various 
possibilities for deploying the applications (either in 
the cloud or on-premise) add further complexity to 
implementing the monitoring. 
As both tracking and monitoring are quite common 
applications, many standard software solutions from 
commercial vendors do exist and could also be used 
for implementing parts of the Use Case. 

Table 4.6: Enterprise Architecture Analysis Based on Monitoring Data Requirements.  
Source: Own depiction 

4.1.3 IoT in Property & Casualty 

Use Case Title Telematics  
Description By analyzing the driving behavior of a customer, the 

insurance company can offer discounts on the premi-
um to careful drivers. Additionally the insurer can of-
fer services to customers in car insurance (e.g. 
information on fuel consumption, search for parking 
lots, etc.) 

Big Data 
Characteristics 

Data Source Telematics device or smartphone for the sensors: 
-speed 
-braking/accelerating 
-Roads driven (motorway vs. city) 
-What time (during day or night) 
For offering services integration with other (external) 
data it is required. 

Volume Large amount of sensor data to be processed in order 
to analyze driving behavior (more than 15 billion kil-
ometers driven). 

Velocity Sensor data has to be streamed as it is generated at 
real-time speed. 

Variety Low variety, only sensor data from one main source 
needed for the core Use Case. 

Big Data Sci-
ence 

Veracity and 
Data Quality 

The sensor data needs cleansing before the algorithms 
calculating the driving scores can use it. 

Presentation 
and Opera-
tionalization 
 

The customer gets shown his driving score and the 
discount he can get for it. 

Data Types Sensor data is entirely structured 
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Data  
Analytics 

The models needed for calculating the driving score 
are not very complex, require basic algorithms and are 
already known. The processing of the streamed sensor 
data can be done batch-oriented so that the customer 
gets his score a few times a day. Real-time processing 
can be used as well for providing an improved custom-
er experience, however it is not really necessary. 
The entire application can be extended with an addi-
tional component that takes the risk scores into ac-
count when calculating new premiums for both 
existing and new customers.  

Security and 
Privacy 

Personally 
Identifiable 
Information 
(PII) used? 

Not directly: only through analyzing the routes which 
are driven one can determine the places where a person 
lives/works/etc. 
However customers might feel themselves tracked 
what could lead to a negative customer perception. 

Highly  
sensitive da-
ta used? 

No 

Governance, 
Compliance 
& Audit 

In case of an analysis of the routes driven it has to be 
ensured that the customer agrees to such a way of pro-
cessing his data. 

Organizational 
& Business 
Requirements 

Knowhow n.a. 
External 
Partners 

Car-sharing platforms and car manufacturers can be 
partners, however not for implementing the Use Case 
but for accessing a large group of customers. Above 
all, they can be partners for offering services like for 
instance searching for a parking lot or providing in-
formation on fuel consumption since they have a much 
better data basis for this than an insurance company. 

Other  
Business  
Challenges 

The correlation between driving style and the risk 
of an accident is highly controversial. This raises the 
question whether in the longer term offering discounts 
to careful drivers will be profitable for the insurance 
companies.  

Other Big Data Challenges The only challenge is collecting the large amount of 
sensor data and setting up the sensors. However the 
latter can be implemented by a sensor provider com-
pany. 
Additionally the existing pricing processes in car in-
surance have to be adjusted to take into account the 
telematics parameters. 

Table 4.7: Telematics requirements. Source: Own considerations and [61], [74], [75]. 
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Use Case Title Industrial Insurance  
Description An industrial customer deploys a monitoring system 

for his manufacturing plants/factories. This makes it 
possible to carry out predictive maintenance so that 
eventually the risk of a production plant outage is re-
duced. From the viewpoint of the insurer, this lowers 
the risk in an operations interruption insurance and is 
highly useful because individual sums in case of such 
an outage are very high. 
The insurer has two possibilities: 
-Give a discount for having such a monitoring system 
-Collect the monitoring system's data for making indi-
vidual risk pricing possible. This second option is re-
garded here. 

Big Data 
Characteristics 

Data Source Customer's production plant with parameters and sen-
sor data from the respective monitoring system such 
as: 
-temperature 
-pressure 
-size of products manufactured 
-time needed for a single work station 

Volume Very high: a large amount of data is collected in each 
production plant, when combined from different cus-
tomers and plants, this adds up to a very high data vol-
ume. All the data from the different sources has to be 
stored in a data lake, which then works as the landing 
zone and source for the analytical models predicting 
the risk of an outage. 

Velocity Streaming the data is not necessary needed, a batch-
load from time to time would be enough. However this 
batch-load would then contain a very high amount of 
data. 

Variety Given the high number of various factories and plants 
being insured and the vast amount of sensors in each 
plant, the variety of data is very high. The various 
sources have to be integrated in a data lake, at least 
from the same customer. Before integrating data from 
different customers, their agreement is needed. 

Big Data  
Science 

Veracity and 
Data Quality 

Since the data is provided by the customer, it is to be 
expected that it already has a good quality and should 
be ready for being used in the predictive models. Nev-
ertheless it should pass a data cleansing process for 
quality assurance. Additionally data transformations 
have to be applied depending on the solution of the 
API issue (see also the Other Big Data Challenges cat-
egory). 
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Presentation 
and Opera-
tionalization 
 

The underwriter needs to receive a risk report for the 
manufacturing plant containing the explanations for 
each component's risk analysis. The risk score has to 
be included into the pricing process for the operations 
interruption insurance. 

Data Types Depends on the sensors: the majority of sensor data is 
structured and the customer will try to bring his un-
structured data into a form possible to work with. 
However it is possible that a customer also sends un-
structured data sets. 

Data  
Analytics 

Complex models are needed for predicting the future 
risk of an outage in a production plant. The models 
have to take into account many possible outcomes and 
scenarios which can lead to an outage of the plant 
since factories are very complex systems. In the best 
case the models can rely on comparable data from 
other plants of the same type. However this depends 
on the customer's readiness to make his data available 
for comparisons with other customers' data (see also 
the Governance & Compliance section for more de-
tails). The data can be processed batch-oriented. 

Security and 
Privacy 

Personally 
Identifiable 
Information 
(PII) used? 

No 

Highly sensi-
tive data 
used? 

Depending on the manufacturing plant. In any case, 
the data used here gives a deep insight into the func-
tioning of a production plant of the customer which 
poses high IT-Security and Identity&Access Manage-
ment requirements for the system where the data is 
stored and analyzed. 

Governance, 
Compliance 
& Audit 

It has to be made sure that the customer agrees to using 
his data for comparisons with the data from other in-
dustrial companies if the insurance company wants to 
carry out such analyses. It has to be made sure that the 
high requirements for Access Management to the data 
basis are ensured. A certification from an audit com-
pany can help establish trust, particularly for new cus-
tomers. 

Organizational Knowhow n.a. 
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& Business 
Requirements 

External 
Partners 

The customer should be regarded as a partner here, 
since he is the provider of the data basis. Above all the 
manufacturers of the production plants or large ma-
chines can be partners as well. For the same industrial 
insurer can insure instance every gas turbine made by 
Siemens or GE through a sensor based operations in-
terruption insurance. These manufacturers can also be 
sold a liability insurance in case the plant or turbine 
breaks down in spite of predictive maintenance. 

Other  
Business 
Challenges 

Existing pricing and risk assessment processes have to 
be adjusted as the new approach envisages individual-
ized risk pricing.  
Above all there is the issue whether the whole Use 
Case is eventually profitable for the insurer since the 
required investments are very high. 
Some experts believe that the Use Case is too complex 
for an insurance company as it never will have as 
much knowhow about manufacturing plants as the 
industrial customers. 

Other Big Data Challenges Since the real Use Case is implemented by the custom-
er, the only challenge is the data integration from the 
many different sources in a data lake and the concep-
tion of models predicting the risk of a future outage. 
The key point is the definition of an API for receiving 
the data from the different customers. Given the high 
variety of the data sources from the different custom-
ers, a custom-made API for each of them could be 
necessary. 

Table 4.8: Industrial Insurance requirements.  
Source: Own considerations and [64], [73], [93] 
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Use Case Title Smart Home  
Description The insurer equips his customers in home insurance 

with different sensors (e.g. a smoke detector). Using a 
sensor a damage can be prevented or mitigated (e.g. 
the fire brigade is alarmed in time so that the whole 
house does not burn off). This lowers the risk for the 
insurance company and makes it possible to give dis-
counts on the sensor based home insurance products. 

Big Data 
Characteristics 

Data Source The respective sensor: 
-Smoke detectors (fire insurance) 
-Water pressure on water pipes (sprinkler leakage in-
surance) 
-Cameras and intrusion detection systems (anti-
burglary insurance) 

Volume A large amount of sensor data is collected in each 
home. 

Velocity Real-time streaming to a landing zone is needed for 
being able to react instantly in case of fire or water 
incidents. 

Variety For a single house insurance product (e.g. fire insur-
ance) the variety of data is quite low. 

Big Data  
Science 

Veracity and 
Data Quality 

The raw data coming from the sensors requires data 
cleansing before it is possible for the algorithms to 
analyze it. The cleansing has to be applied as soon as 
the data comes in hence the Use Case is a velocity ap-
plication. 

Presentation 
and Opera-
tionalization 
 

Automatic alarming of the fire brigade, the police or a 
service technician (for fixing the damaged water pipe). 

Data Types Sensor data is structured. 
Data  
Analytics 

The algorithms for calculating the critical threshold 
level are not complex. However as it is essential to 
detect anomalies as fast as possible, the incoming sen-
sor data has to be processed at (near) real-time speed. 
Apache Storm could be a possible solution since the 
sensor data consists of single data items and the Use 
Case is a velocity application where latency is very 
important. 
The calculation of the correct discount on the premium 
for having such a sensor is an actuarial issue and has to 
be performed by the respective department. 
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Security and 
Privacy 

Personally 
Identifiable 
Information 
(PII) used? 

No, however people can feel surveilled in their own 
homes (particularly in Germany). 

Highly sensi-
tive data 
used? 

In case of camera usage yes, otherwise no. 

Governance, 
Compliance 
& Audit 

Since people are afraid of being tracked and surveilled, 
Identity&Access Management as well as IT-Security 
standards have to be very high for the entire system. 
It also has to be ensured that employees don't access 
particularly cameras or sensors unauthorized (I&AM 
issue). 

Organizational 
& Business 
Requirements 

Knowhow n.a. 

External 
Partners 

The sensor manufacturer, additionally a partner com-
pany can carry out the data collection from the sensors. 
Furthermore companies for fixing damaged property 
can be partners. 

Other  
Business  
Challenges 

Some experts believe that the added value is rather low 
in insurance since the damages can't be prevented en-
tirely. The only exception is sprinkler leakage insur-
ance: if the water supply is turned off immediately as 
soon as an anomaly is detected and a service techni-
cian fixes the pipe before the water damage can hap-
pen (water damages account for the majority of paid 
out sums). 
Finally the sensors are expensive and with the added 
value being unclear, it is not sure whether the Use 
Case will be eventually profitable for the insurer. 
There is more potential with industrial customers, e.g. 
owners of large apartment complexes. 

Other Big Data Challenges The main challenge is the collection and processing of 
a large amount of sensor data in real time. Further-
more, currently no standards for sensors do exist and 
the sensor environment is very heterogeneous. 
Above all many customers, particularly in Germany, 
will not be ready to install such sensors in their home 
because of privacy and tracking issues. When insuring 
for instance office buildings, these problems do not 
arise. 
Another point is the question whom does the sensor 
data belong, in case the customer already has sensors 
at home. If it is the sensor provider, then the use case 
is unlikely to be profitable for the insurance company. 

Table 4.9: Smart Home requirements.  
Source: Own considerations and [61], [76] 
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4.1.4 Smart Health and Smart Life 

Use Case Title Health Insurance Based on Wearables Data  
(discounts) 

Description The insurer distributes wearables for analyzing wheth-
er the customers do sports/are active. If a customer 
passes a certain threshold, he is awarded a discount on 
his premium for his health insurance. 

Big Data  
Characteristics 

Data Source The wearable device is the data source and collects 
data such as: 
-number of steps 
-pulse 
-calorie consumption 
-other parameters 
Additionally health data such as previous diseases and 
general customer data should be taken into account. 
Generally the number of parameters for a basic im-
plementation of this Use Case can be far lower than for 
the Health Services Use Case. For instance Generali 
does not take much more into account than the number 
of steps for calculating the discounts for the Vitality 
product. 

Volume Large amount of sensor data coming from different 
sensors, which has to be integrated in a data lake or 
central landing zone. The development of the APIs 
for getting the data to the landing zone is complex as 
well. 

Velocity Data should be streamed for real-time calculation of 
scores/discounts. 

Variety Although several parameters are tracked, the number 
of sources isn't too high. 

Big Data  
Science 

Veracity and  
Data Quality 

The raw data coming from the sensors requires data 
cleansing before it is possible for the algorithms to 
analyze it. If data from internal systems is used too, 
then it should go through a cleansing process although 
some steps can be omitted when compared to the 
cleansing of the sensor data. 

Presentation 
and Opera-
tionalization 
 

The customer has to receive an overview (either in an 
app or on a webpage) with his activity and the dis-
counts he will receive for it.  

Data Types Sensor data is structured. 
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Data  
Analytics 

The algorithms required here are not very complex, 
since they only have to calculate scores for the cus-
tomer's physical activity. 
The calculation of the correct discount on the premium 
for being sportive is an actuarial issue and has to be 
performed by the respective department. It is possible 
to have several discount stages depending on the level 
of physical activity. The processing can be done 
batch-oriented. A real-time processing approach 
could however provide a new customer experience so 
that the customer can get instantly his current health 
status and the associated discount after a workout.  
Further analytical models are possible to analyze the 
health of the customer and offer him consulting and 
services on how to improve it (refer to the next Use 
Case for this). 

Security and  
Privacy 

Personally 
Identifiable 
Information 
(PII) used? 

Yes 

Highly sensi-
tive data 
used? 

Yes, since health data is very sensitive. This leads to 
high requirements for Identity&Access Management 
as well as IT-Security for the entire system. 

Governance, 
Compliance 
& Audit 

The customer has to agree to the processing of his da-
ta, because health data and possibly PII are involved.  
It has to be assured that the standards for Identi-
ty&Access Management and IT-Security are granted. 
If using PII in the calculation of premium discounts, 
compliance with BDSG and GDPR is required.  
GDPR however does not directly pose restrictions on 
the processing of health data. 

Organizational 
& Business 
Requirements 

Knowhow n.a. 

External  
Partners 

The manufacturers of the device should certainly be 
acquired as partners. Furthermore cooperations with 
expert companies on real-time data analysis are possi-
ble here. 
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Other  
Business  
Challenges 

The correlation between doing sports and the risk 
of an illness is highly controversial. This raises the 
question whether in the longer term offering discounts 
to sportive customers will be profitable for the compa-
ny. Nevertheless such a product is able to create 
growth since it is attractive to new customer segments. 
On the other side some customers (particularly in the 
German market) might feel surveilled and tracked so 
that such a product would lead to negative customer 
perception. Additionally customers that are very sporty 
have an increased risk of sport injuries.  
Above all the entire model is highly questionable when 
it comes to insurance solidarity: not sportive customers 
have to pay for the sportive ones. 

Other Big Data Challenges The main challenge is the collection and processing of 
a large amount of sensor data in real time. The analyti-
cal models used here are not to be regarded as com-
plex. 

Table 4.10: Wearables (discounts) requirements.  
Source: Own considerations and [64], [76], [79] 

Use Case Title Health Services Based on Wearables  
Data  

Description The insurer distributes wearables for analyzing the 
customer's health. Depending on the results, the in-
surer offers health services such as consultation con-
cerning nutrition, work-out plans and so on. Thus the 
insurer can proactively take care of the customer's 
health. 

Big Data 
Characteristics 

Data Source The wearable device is the data source and collects 
data such as: 
-number of steps 
-pulse 
-calorie consumption 
-calorie intake (however this is difficult to analyze, 
e.g. through food images - customer needs to write 
down the specific product) 
-sleep records 
-blood pressure 
-other parameters 
Additionally health data such as previous diseases and 
general customer data should be taken into account. 
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Volume Large amount of sensor data coming from different 
sensors, which have to be integrated in a data lake or 
landing zone. The development of the APIs for get-
ting the data to the landing zone is complex as well. 

Velocity Data should be streamed for real-time analysis of the 
customer's health and being able to show the custom-
er his current state. 

Variety Although several parameters are tracked, the number 
of sources isn't too high. However depending on the 
device policy (which devices are supported) new in-
tegration and data processing issues do arise. The 
reason is the different input and format the various 
devices do have (e.g. Fitbit vs. Garmin). 

Big Data  
Science 

Veracity and  
Data Quality 

The raw data coming from the wearable's sensors 
requires data cleansing before it is possible for the 
algorithms to analyze it. Internal data should go 
through a cleansing process as well although some 
steps can be omitted when compared to the cleansing 
of the sensor data. 

Presentation 
and Opera-
tionalization 
 

The customer needs to receive an overview of his 
health status and the respective recommendations 
(services). This can be via a mobile application or a 
website. 

Data Types Sensor data is structured. 
Data  
Analytics 

Given the high number of possible outcomes (e.g. 
different nutrition programs or work-out plans) the 
models required here are difficult and several of them 
are needed. 
The models can be based on Python and R since 
common ML algorithms are sufficient here (e.g. with 
decision trees) with the data processing being done 
batch-oriented. For real-time processing a framework 
like for instance Spark would be required. For provid-
ing health consultation, stream processing is not 
needed, but for showing the customer his current state 
in real-time it is. 

Security and 
Privacy 

Personally 
Identifiable 
Information 
(PII) used? 

Yes 
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Highly sensi-
tive data 
used? 

Yes, since health data is very sensitive. This leads to 
high requirements for Identity&Access Management 
as well as IT-Security for the whole system. 

Governance, 
Compliance 
& Audit 

The customer has to agree to the processing of his 
data, since both PII and health data are involved.  
It has to be assured that the standards for Identi-
ty&Access Management and IT-Security are granted. 
Additionally compliance with BDSG and GDPR is 
required because of using PII (not using it would 
make the recommendation models rather imprecise).  
GDPR however does not directly pose restrictions on 
the processing of health data. 

Organizational 
& Business 
Requirements 

Knowhow n.a. 

External  
Partners 

The manufacturers of the device should certainly be 
acquired as partners. Furthermore a cooperation with 
an expert on real-time data analysis is possible here. 
Above all an entire outsourcing of the Use Case to a 
cooperation partner who offers the consulting services 
(e.g. Fitbit) is possible. 

Other  
Business  
Challenges 

Currently there might still be no market for such a 
product (particularly in Germany). The reason is that 
some customers might feel surveilled and tracked so 
that such a product would lead to negative customer 
perception. Nevertheless such a product is able to 
create growth since it is attractive to new customer 
segments and by offering services the marketing ef-
fect is higher than by simply offering discounts. 
However the product does have high potential for the 
future since it enables the insurer to transform health 
insurance towards a proactive healthcare approach. 
There is also the question whether the whole product 
is offered by the insurer or a new legal entity (this 
would lead to waiving the historical health data but 
would grant better customer perception of such a new 
product). 
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Other Big Data Challenges The models required here are more complex and so-
phisticated than in the discounts Use Case what 
makes the implementation more difficult. Additional-
ly, more parameters have to be taken into account in 
order to provide the customer with correct and precise 
recommendations on how to stay healthy. Neverthe-
less, the technology concerning data collection and 
storage behind the Use Case is basically similar to the 
discounts Use Case. 

Table 4.11: Health Services Based on Wearables requirements.  
Source: Own considerations and [61], [76], [79], [80] 

Use Case Title Disease Management 
Description The insurer collects and analyses various health data 

sets about the customer. Based on this analysis the 
insurer can derive the risk of future illnesses for the 
customer and offer him advice on how he can pre-
vent this illness thus proactively taking care of the 
customer's health. 

Big Data  
Characteristics 

Data Source Data from various sources such as:  
-Electronic Medical Record (EMR) 
-wearable data 
-blood pressure illnesses so far  
-customer data (age, sex, weight, profession, other 
PII) 
-previous claims 
-ICD-Codes from the WHO 
-open source health data 
-data from customer check-ups if paid for by the 
insurance company (yearly or every two to three 
years) 
-other parameters 

Volume Very high as lots of health and customer data is be-
ing collected and processed.  

Velocity Depends on the source, batch-oriented (new diag-
nosis in his EMR) and streaming (wearable data) 
will be needed. 

Variety The data comes from many different sources (cus-
tomer databases, EMR, wearables, etc.) and has to 
be integrated in a data lake. This data lake is the 
landing zone where the data can be accessed by pre-
dictive models.  



 

 96 

Big Data  
Science 

Veracity 
and Data 
Quality 

Data from internal systems (customer and claims 
data) or the EMR does have high quality, the data 
from wearable devices will have to be cleansed. 
Depending on the quality of the Claims Manage-
ment processes and the data there, cleansing needs 
to be applied as well hence the Use Case requires 
excellent data quality for the models. One possibil-
ity is to map medical diagnoses from free texts writ-
ten by doctors to ICD codes through text analytics. 

Presentation 
and Opera-
tionalization 
 

The customer needs to receive an overview of his 
health status. This can be via a mobile application or 
a website. In case of an increased risk disease the 
customer needs to receive an update on this includ-
ing the recommendations on how he can prevent this 
particular illness. 

Data Types Data from internal systems or the EMR is structured 
as is data from wearables. However when using ex-
ternal sources, semi- or unstructured data may ap-
pear as well. This would require data cleansing. 

Data  
Analytics 

The required models for predicting the risk of a fu-
ture illness and for finding the fitting consultation 
on how the customer can stay healthy are tremen-
dously complex. They need to take into account 
many different outcomes (both the various diseases 
ICD-codes contains and the number of possible 
ways prevent the illness). It has also to be analyzed 
how different parameters do affect/influence each 
other when predicting future illnesses. 
Prescriptive analytics can be used for discovering 
patterns leading to illnesses that have not been 
known so far. 
The models can be based on Python and R since 
common ML algorithms are sufficient here (e.g. 
with decision trees). 
A batch-oriented analytical processing can be re-
garded as sufficient. 

Security and 
Privacy 

Personally 
Identifiable 
Information 
(PII) used? 

Yes 
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Highly sen-
sitive data 
used? 

Yes, since health data is very sensitive. This leads to 
high requirements for Identity&Access Management 
as well as IT-Security for the whole system. 

Governance, 
Compliance 
& Audit 

The customer has to agree to the processing of his 
data, since both PII and health data are involved.  
It also has to be ensured that the predictions and 
recommendations are very precise - if not, this could 
lead to a highly negative customer experience and a 
bad reputation. 
It has to be assured that the standards for Identi-
ty&Access Management and IT-Security are grant-
ed. Additionally compliance with BDSG and GDPR 
is required because of using PII. GDPR however 
does not directly affect the processing of health data. 

Organizational 
& Business  
Requirements 

Knowhow n.a. 
External  
Partners 

Since there is a lack of data and it will be needed for 
the models being able to generate precise and cor-
rect predictions, any data provider in the health sec-
tor would be helpful. This includes: pharmaceutical 
companies, universities/research institutions, clinics, 
etc.  
Furthermore the development of the models for pre-
dicting the diseases could be outsourced to experts 
in this field as well or done in close cooperation 
with them (e.g. a research institution or companies 
like IBM for the AI components). Partnerships in 
the field of Clinical Research are possible as well. 

Other  
Business  
Challenges 

Many customers (particularly in the German mar-
ket) are not willing to share their health data with an 
insurance company. This leads to a lack of data for 
the data basis without which the Use Case can't be 
implemented. However the Use Case holds tremen-
dous potential for the future as more and more peo-
ple are ready to share their data. Eventually it can 
form the basis for enabling telemedicine through the 
insurer (however this is currently forbidden in Ger-
many). 
Above all the entire Use Case envisages a complete-
ly new approach to health insurance that will inevi-
tably lead to restructuring the existing organization 
and the respective processes in the insurance com-
pany.  
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Other Big Data Challenges The Use Case is very difficult to implement because 
of the lack of a data basis and the gargantuan efforts 
required when developing the ML algorithms for 
predicting the risk of future diseases. Therefore it 
will take long time and also high financial resources 
until the Use Case is fully implemented. Still experts 
in the field of Data Science regard it as feasible. 

Table 4.12: Disease Management requirements.  
Source: Own considerations and [61], [80], [81], [82], [83], [84]  

Use Case Title Sensor-based Services in Life Insurance 
Description The insurer distributes wearables among customers 

in life insurance for checking the customer's health. 
In case of an incident a relative or the ambulance are 
informed immediately. 

Big Data  
Characteristics 

Data Source The wearable device is the data source and collects 
data such as: 
-pulse 
-body temperature 
-blood pressure 
-other parameters 
Additionally health data such as previous diseases 
and general customer data should be taken into ac-
count. 

Volume Not too many sensors involved, so the volume can 
be regarded as medium. 

Velocity Streaming the data to a landing zone is required for 
(near) real-time analysis of the data and instant reac-
tion in case of an incident. 

Variety Low, only a few sensors are required. 
Big Data  
Science 

Veracity and  
Data Quality 

Data cleansing has to be applied to the data as soon 
as it comes in because the raw sensor data isn't 
ready for direct processing and pipelining into an 
analytical model. 

Presentation 
and Opera-
tionalization 
 

In case of an incident a relative or the ambulance 
have to be informed automatically. 

Data Types Sensor data is structured. 



 

 99 

Data  
Analytics 

The algorithms required here are not complex, since 
they only have to check actual values vs. a defined 
threshold. The trigger for an incident is clearly de-
fined. In fact the data processing/analysis part of the 
Use Case is rather rules-based than a Big Data Use 
Case. 
However the data has to be processed at (near) real-
time speed. As the data stream consists of a large 
amount of single data items from the sensors and 
low latency is very important, Apache Storm could 
be a solution here. 

Security and 
Privacy 

Personally 
Identifiable 
Information 
(PII) used? 

Not for the analysis of the threshold values needed 
for implementing the core Use Case, however cus-
tomer data (age, previous illnesses, etc.) can be tak-
en into account here as well. 

Highly sensi-
tive data 
used? 

Yes, since health data is very sensitive. This leads to 
high requirements for Identity&Access Management 
as well as IT-Security for the whole system. 

Governance, 
Compliance 
& Audit 

If a customer has an incident and the system does 
not send an alarm/alert, then this could lead to law-
suits and a high reputational damage. Thus the sys-
tem has to be properly tested and guarantee very 
high precision. 
Quality checks are required to ensure this. If the Use 
Case uses PII, compliance with BDSG and GDPR is 
required. Concerning the processing of health data, 
customer consent is needed. 

Organizational 
& Business 
Requirements 

Knowhow n.a. 
External 
Partners 

The manufacturer of the device should be acquired 
as a partner. The data streaming part could be out-
sourced too. 

Other busi-
ness chal-
lenges 

Most experts regard the Use Case only as an assis-
tance service and not an own product that can't cre-
ate enough added value for being profitable. 
Additionally, they don't believe that the customers 
will pay money for such a service, because a compa-
rable product has already failed and wasn't wanted 
by customers. 

Other Big Data Challenges Based on the opinion of the experts, this isn't really 
a complex Use Case since it does not need any ana-
lytical models for predicting an outcome. 

Table 4.13: Sensor-based Services in Life Insurance requirements.  
Source: Own considerations and [40], [61] 
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 4.2 Generic Requirements 
After analyzing the Use Case specific requirements from the previous section, a number of 
generic requirements is derived from them. Some of the requirements listed in the following 
overview are based on the ones the NIST workgroup has found in their research and are also 
applicable for the Use Cases in the insurance sector. In total 33 different generic requirements 
have been identified. Besides naming a single generic requirement, the following table also 
shows which Use Case does need it – if a Use Case is in brackets, this means that it can im-
plement the requirement, however it is not needed for the “core” Use Case. 
All requirements are clustered similarly to the structure used by the NIST workgroup with a 
few extensions for providing a better overview [6]. The clustering looks as follows:  
 

A. Data Source Requirements	
B. Transformation and Analysis Requirements	
C. Data Consumer Requirements	
D. Privacy and Security Requirements	
E. Lifecycle Requirements	
F. Business and Organizational Requirements	
G. Infrastructure and Capability Requirements	

	

ID  Generic Requirement Use Cases needing the 
Requirement 

A: Data Source Requirements   

1 Needs to support reliable real time, asynchronous, 
stream loading to collect data from centralized or 
distributed data sources, sensors, or instruments. 
This includes collecting data in-motion. 

•Churn Management 
•(Targeting) 
•Fraud Detection 
•Claims Automation 
•(External data for pricing) 
•Telematics 
•Smart Home 
•Smart Life 
•Wearables Discounts 
•Wearables Health Services 
•(Disease Management) 
•Monitoring 

2 Needs to support slow, and high-throughput (e.g. 
batch loads) data transmission between data sources 
and the Big Data platform (e.g. transactional sys-
tems). 

•Churn Management 
•Targeting 
•Fraud Detection 
•Claims Automation 
•External data for pricing 
•Industrial Insurance 
•(Wearables Health Services) 
•Disease Management 
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ID  Generic Requirement Use Cases needing the 
Requirement 

3 Needs to support diversified data content (semi- and 
unstructured data) ranging from text, document, 
graph, web, geospatial, compressed, timed, spatial, 
multimedia, simulation, and instrumental data. 

•Churn Management 
•Targeting 
•Fraud Detection 
•Claims Automation 
•(External data for pricing) 
•Disease Management 

4 Needs to support structured data from sensors, 
transactional or CRM systems, etc. 

•Churn Management 
•Targeting 
•Fraud Detection 
•Claims Automation 
•External data for pricing 
•Telematics 
•Industrial Insurance 
•Smart Home 
•Smart Life 
•Wearables Discounts 
•Wearables Health Services 
•Disease Management 
•Monitoring 

5 Needs to make sure that the data sources for a Use 
Case can be extended easily and quickly by adding 
new data sources. 

all 

B: Processing & Analysis Requirements   

1 Needs to support diversified ML frameworks 
(e.g.H2O or TensorFlow) and APIs for developing 
own models. 

•Churn Management 
•Targeting 
•Fraud Detection 
•Claims Automation 
•Industrial Insurance 
•Wearables Health Services 
•Disease Management 
•(Telematics) 
•(External Data for Pricing) 

2 Needs to support real-time, stream processing. •Churn Management 
•(Targeting) 
•Fraud Detection 
•Claims Automation 
•Smart Home 
•Smart Life 
•Monitoring 
•(Telematics) 
•(Wearables Discounts) 
•Wearables Health Services 
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ID  Generic Requirement Use Cases needing the 
Requirement 

3 Needs to support batch-oriented analytic processing. •Churn Management 
•Targeting 
•Industrial Insurance 
•Telematics 
•Wearables Discounts 
•Disease Management 

4 Needs to provide capabilities for measuring and 
analyzing the performance of analytical or predic-
tive models. Depending on the result models are 
required to be adaptable and/or enabled for retrain-
ing. 

all 

C: Data Consumer Requirements   

1 Needs to support diversified output file formats for 
visualization and reporting. 

•Churn Management 
•Targeting 
•Claims Management 
•(Wearables Health Services) 
•(Disease Management) 

2 Needs to support visual layout for results presenta-
tion. 

•Churn Management 
•Targeting 
•Fraud Detection 
•Claims Automation 
•Industrial Insurance 
•Telematics 
•Wearables Discounts 
•Wearables Health Services 
•Disease Management 
•Monitoring 

3 Needs to support rich user interface for using 
browser visualization tools. 

•Churn Management 
•Targeting 
•(Fraud Detection) 
•(Claims Automation) 
•(Industrial Insurance) 
•Wearables Discounts 
•Wearables Health Services 
•(Disease Management) 
•(Smart Life) 
•Monitoring 
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ID  Generic Requirement Use Cases needing the 
Requirement 

4 Needs to support streaming/loading results to clients 
or other applications for post-processing (e.g. pay-
ment systems or pricing processes). 

•Fraud Detection 
•Claims Automation 
•External data for pricing 
•Industrial Insurance 
•Smart Home 
•Smart Life 
•Wearables Discounts 
•Disease Management 

5 Needs to automatically trigger customer communi-
cation (through mail, e-mail or a push notification in 
a mobile application) 

•Churn Management 
•Targeting 
•Claims Automation 
•Telematics 
•Smart Home 
•Smart Life 
•Wearables Discounts 
•Wearables Health Services 
•Disease Management 

D: Privacy & Security Requirements   

1 Needs to protect and preserve security and privacy 
on highly sensitive data (for mitigating IT-Security 
risks). 

•Fraud Detection 
•Claims Automation 
•Industrial Insurance 
•Smart Home 
•Smart Life 
•Wearables Discounts 
•Wearables Health Services 
•Disease Management 

2 Needs to ensure compliance with central data priva-
cy laws (e.g. BDSG, GDPR when PII is involved). 

•Churn Management 
•Targeting 
•Claims Automation 
•Fraud Detection 
•Smart Life 
•Wearables Discounts 
•Wearables Health Services 
•Disease Management 
•(External Data for pricing) 
•(Monitoring) 
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ID  Generic Requirement Use Cases needing the 
Requirement 

3 Needs to support multi-level access control and au-
thentication (I&AM-issues) on protected data. 

•Fraud Detection 
•Claims Automation 
•Industrial Insurance 
•Smart Home 
•Smart Life 
•Wearables Discounts 
•Wearables Health Services 
•Disease Management 
•Churn Management 
•Targeting 

E: Lifecycle Requirements   

1 Needs to support data quality curation including 
pre-processing, data cleansing, data clustering, clas-
sification, reduction, format transformation. 

•Churn Management 
•Targeting 
•Fraud Detection 
•Claims Automation 
•Telematics 
•Smart Home 
•Smart Life 
•Wearables Discounts 
•Wearables Health Services 
•Disease Management 
•Monitoring 
•(Industrial Insurance) 
•(External Data for pricing) 

2 Needs to support a data lifecycle, a long-term 
preservation policy and prevention of data loss or 
corruption. 

•Churn Management 
•Targeting 
•Claims Automation 
•Fraud Detection 
•Wearables Discounts 
•Wearables Health Services 
•Disease Management 

3 Needs to support data validation (e.g. for quality 
control or audits). 

all 
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ID  Generic Requirement Use Cases needing the 
Requirement 

4 Needs to support human annotation for data valida-
tion and result correction/validation. 

 
•Fraud Detection 
•Claims Automation 
•(Churn Management) 
•(Targeting) 

5 Needs to support standardizing, aggregating, and 
normalizing data from various sources. This in-
cludes providing a central landing zone for data 
integration from different sources, i.e. a data lake. 

•Churn Management 
•Targeting 
•Fraud Detection 
•Claims Automation 
•External data for pricing 
•Industrial Insurance 
•(Wearables Discounts) 
•Wearables Health Services 
•Disease Management 
•Monitoring 

F: Business & Organizational Requirements   

1 Need for a cooperation partner for providing devices 
for data collection. 

•Smart Home 
•Telematics 
•Smart Life 
•Wearables Discounts 
•Wearables Health Services 
•(Disease Management) 

2 Need for a cooperation partner for providing exter-
nal data. 

•Targeting 
•External data for pricing 
•(Disease Management) 

3 Need for a cooperation partner for implementing the 
Use Case or parts of it. 

•Targeting 
•Telematics 
•Industrial Insurance 
•Smart Home 
•Smart Life 
•Wearables Discounts 
•Wearables Health Services 
•Disease Management 

4 Need for additional knowhow in data engineering 
for data collection, integration, storage, etc. 

•Claims Automation 
•Fraud Detection 
•Smart Home 
•Smart Life 
•Wearables Discounts 
•Wearables Health Services 
•Disease Management 
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ID  Generic Requirement Use Cases needing the 
Requirement 

5 Need for additional knowhow in data science for 
developing new models/algorithms. 

•Fraud Detection 
•Claims Automation 
•Industrial Insurance 
•Disease Management 

G: Infrastructure and Capability Requirements 
1 Need for a Resource Management component for 

assigning processing capacity to the respective Use 
Case. 

all 

2 Needs to support legacy software packages, storage 
(e.g. Oracle Relational DB or Business Rules En-
gine) and platforms. However their usage within the 
Big Data platform should be limited.  

•Churn Management 
•Targeting 
•Fraud Detection 
•Claims Automation 
•(Smart Life) 
•(Wearables Discounts) 
•Wearables Health Services 
•Disease Management 
•Monitoring 

3 Needs to support advanced software packages (e.g. 
Scala), storage (e.g. NoSQL) and platforms (e.g. 
Spark). 

•Churn Management 
•Targeting 
•Fraud Detection 
•Claims Automation 
•Telematics 
•Smart Home 
•Smart Life 
•Industrial Insurance 
•Wearables Discounts 
•Wearables Health Services 
•Disease Management 
•Monitoring 
•External Data for pricing 

Table 4.14: Generic Requirements for Big Data Use Cases in the Insurance Sector 
Source: Own considerations and [6]. 

Finally a few remarks on some of the requirements have to be made. Generally speaking, the 
requirements are needed for operationalizing Use Cases, i.e. most but not all of them have a 
direct impact for the new Big Data Reference Architecture. This is particularly the case when 
looking at the Organizational & Business requirements (F1-F5). Another special requirement 
is G2. Here it has to be made sure that even though the Big Data Reference Architecture sup-
ports some legacy technologies, their usage should be limited in order to keep legacy technol-
ogies within existing legacy systems and not rebuild old functionalities again. These legacy 
systems can be integrated with the Big Data platform through APIs or connectors. Finally the 
requirements concerning the Data Consumer (C1-C5) have not entirely to be covered by the 
Big Data Reference Architecture – instead they can be implemented within the application 
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using the Big Data platform for separation of concerns reasons. This decision depends on the 
respective Use Case: for example in claims automation the Big Data application could simply 
provide a result containing the decision on settling the claim and the amount of money to be 
paid out. The further processing of this result (e.g. contacting the customer, paying out the 
money) is then covered by the claims management system. The Solution Architecture for the 
claims automation case study shown in section 5.3 provides more details on this.    

4.3 Comparison of Big Data Reference Architectures 
In this section the three Big Data Reference Architectures from NTT Data, GCP and Mi-
crosoft Azure that were described in section 2.3.2, are compared by assessing them for 
whether they are able to fulfill the generic requirements derived in section 4.2. Although these 
architectures are similarly built with all having phases for ingestion, storage, processing and 
visualization of data, the difference lies in the fact that NTT Data’s architecture is product 
independent, whilst GCP and Microsoft Azure apparently are not.  
Each generic requirement – with the exception of the business & organizational requirements 
(F1- F5) – from section 4.2 is scrutinized for whether it is covered by the respective architec-
ture in table 4.16. Table 4.15 explains the notation for the classification of the architectures. 
  

Classification 
Sign 

Explanation 

✔ This means that the Reference Architecture is able to entirely fulfill the 
generic requirement. 

¢ This means that the Reference Architecture is able to partially fulfill the 
generic requirement. 

✖ This means that the Reference Architecture is not able to fulfill the ge-
neric requirement. 

Table 4.15: Requirement Assessment Notation 
Source: Own depiction 

Requirement NTT  
Data 

GCP Microsoft 
Azure 

Notes 

A1 ✔ ✔ ¢ GCP excels with Cloud Pub/Sub, which is 
even able to outperform Apache Kafka by 
processing up to a million of messages per 
second. Microsoft Azure offers a number of 
good own solutions when it comes to sensor 
data and IoT, however for loading e.g. 
claims data, Apache Kafka is a better solu-
tion here. 

A2 ✔ ✔ ✔  
A3 ✔ ✔ ✔ All Reference Architectures provide tech-

nologies for storing and processing unstruc-
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Requirement NTT  
Data 

GCP Microsoft 
Azure 

Notes 

tured data. 
A4 ✔ ✔ ✔ All Reference Architectures provide tech-

nologies for storing and processing struc-
tured data. 

A5 ¢ ✔ ✔ In NTT Data’s case it is not possible to 
properly analyze this requirement hence it 
depends on the respective technologies used 
for ingesting data.  

B1 ¢ ✔ ✔ Whilst NTT Data has a component for ML, 
it is not clear whether it also does support 
ML frameworks and APIs with it. GCP ex-
cels with TensorFlow here and Microsoft 
Azure supports Spark MLlib. Azure ML 
Studio makes it possible to develop own 
models by using Python or R. 

B2 ✔ ✔ ✔ GCP offers Cloud Dataproc for running ex-
isting Spark or Hadoop clusters. With  
Apache Beam GCP provides an own stream-
processing framework (runs on Cloud Data-
flow). Microsoft Azure supports Spark 
Streaming and offers Azure ML Studio.  

B3 ✔ ✔ ✔ Since Apache Beam supports also batch pro-
cessing, GCP fulfills this requirement as 
well. With HDInsight Microsoft Azure of-
fers a managed services for batch processing 
and supports a number of open source tools.  

B4 ✔ ¢ ¢ Neither GCP nor Microsoft Azure do offer 
an entire component for only monitoring the 
ML model execution. However such func-
tionality is available within the respective 
managed services. 

C1 ✔ ✔ ✔  
C2 ✔ ✔ ✔  
C3 ✔ ✔ ✔ GCP’s and Microsoft Azure’s visualization 

tools are web-based. 
C4 ✔ ✖ ✖ NTT Data definitely can do this through its 

system integration component. For GCP and 
Microsoft Azure this is rather out of the 
scope. 

C5 ¢ ✖ ✖ NTT Data could perhaps do this through its 
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Requirement NTT  
Data 

GCP Microsoft 
Azure 

Notes 

system integration component. For GCP and 
Microsoft Azure this is rather out of the 
scope. 

D1 ✔ ✔ ✔  
D2 ¢ ¢ ¢ In NTT Data’s case compliance with GDPR 

cannot be entirely ensured hence the Refer-
ence Architecture does not contain a data 
stewardship component. Although GCP and 
Microsoft Azure are GDPR compliant, in 
some cases it can be not allowed to store 
sensitive data (e.g. health data) in the cloud 
for legal reasons. Therefore using GCP or 
Microsoft Azure is not always possible and 
depends on the respective Use Case.  

D3 ✖ ✔ ✔ NTT Data offers no component for I&AM.  
E1 ✔ ¢ ¢ Neither GCP nor Microsoft Azure provide 

single components for transformation pur-
poses only. Respective Spark or Beam jobs 
can be written on owns own and run in a 
managed service.  

E2 ✔ ¢ ¢ All three Reference Architectures ensure 
recovery and loss prevention. But neither 
GCP nor Microsoft Azure provide single 
components for data lifecycle purposes only. 

E3 ✔ ✔ ✔  
E4 ✖ ✖ ✖ The presentation layers of all three Refer-

ence Architectures have no components for 
human result annotation.  

E5 ✖ ✖ ¢ NTT Data and GCP offer a wide range of 
storage technologies but they do not have a 
central storage zone like a data lake. Mi-
crosoft Azure offers Azure Data Lake Stor-
age that can be used as a central HDFS 
based data storage. However, it does not 
have a component that sets up a physical 
data lake that is made up of various storage 
technologies and ensures the required pro-
cesses like access control or data audits.   

G1 ✖ ✔ ✔ NTT Data offers a task scheduler during the 
ingestion phase, however it has no central 
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Requirement NTT  
Data 

GCP Microsoft 
Azure 

Notes 

resource management component. GCP pro-
vides a tool called orchestration for resource 
and workflow management; Microsoft Az-
ure has Data Factory that takes care of these 
issues. 

G2 ¢ ✖ ✖ NTT Data supports a number of legacy 
software and tools such as relational data-
bases or Rules Engine processing. For GCP 
and Microsoft Azure this is out of scope.  

G3 ¢ ¢ ✔ Microsoft Azure supports a large number of 
modern software & technologies that are 
open source available such as Apache Spark 
or a Hortonworks based HDFS. GCP rather 
focuses on offering own modern technolo-
gies such as Big Table, Cloud Pub/Sub or 
Big Query. NTT offers components for ML 
and complex event processing, however it 
cannot be judged to what extent.   

Table 4.16: Reference Architecture comparison based on Requirement Assessment  
Source: Own depiction and [92], [95]. 

Although it does not make sense to simply count which Reference Architecture fulfills how 
many requirements, hence they are all differently important, a common comparison can still 
be made. NTT Data covers almost all phases of a data pipeline and offers a wide range of ca-
pabilities for ingestion, presentation and application integration. Yet it lacks tools for ML 
such as support of ML APIs and frameworks as well as the concept of a central data lake, 
which is particularly important here – especially since NTT Data’s architecture aims to pro-
vide data processing and storage concepts and not an overview of products. GCP boosts a 
large number of own technologies and excels in ingestion, storage and analytics phases. How-
ever, it too lacks the concept of a central data lake. Microsoft Azure offers several own tools 
for ingestion and storage – in the latter phase it also supports many open source technologies 
such as HBase or a Hortonworks implementation of HDFS. The integration with many open 
source technologies can also be seen in the analytics phase, where it supports Apache Hive, 
Apache Impala, Spark MLlib, R and Python for various analytics purposes. However, in the 
analytics layer Microsoft Azure offers only few own technologies like Azure ML Studio – 
this is where GCP outperforms Microsoft Azure by even providing an own processing 
framework with Apache Beam and more managed services. Whether this is a disadvantage or 
not, depends on the insurer’s circumstances and his requirements for a Big Data provider. If 
an insurance company has already many own Big Data applications based on open source 
tools, GCP could be difficult to integrate with them. If the insurer has only a few own Big 
Data applications yet, using GCP could be a better alternative than Microsoft Azure.   
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5. Big Data Reference Architecture for the Insurance Sector 

5.1 Mapping Requirements to Architecture Components 
Before starting out with the design of the Big Data Reference Architecture for the insurance 
sector, some explanations have to be given on the design methodology itself. As it has already 
been pointed out, the Big Data Reference Architecture is based, inter alia, on an analysis of 
Big Data requirements. Generic requirements that are listed in section 4.2 are now mapped to 
architectural components in the Big Data Reference Architecture following the approach cho-
sen by the NIST workgroup [7]. The architectural components can be found in the top-level 
Big Data Reference Architecture presented in section 5.2. Another reference used for devel-
oping the new Big Data Reference Architecture is a chapter from the “Practical Guidebook to 
Big Data”, where a cross-industry Big Data Reference Architecture is presented that is based 
on a list of generic requirements [57]. These requirements are mostly derived from Big Data 
characteristics such as the V’s (Volume, Velocity, Variety and Veracity) and from analytical 
computations. In the explanations for the architecture diagram, one sees that the requirements, 
which can largely be regarded as non-functional requirements, are mapped to single compo-
nents or entire groups of components.  
Applied to the generic requirements from section 4.2 the mapping looks as shown in table 5.1. 
The only exception are the requirements from the Business & Organizational category, i.e. F1 
to F5, since it makes no sense to map them to architectural components.  
 
Requirement Architectural Component  
A1 Processing Engines, Data Loading 
A2 Processing Engines, Data Loading 
A3 Processing Engines, Data Loading, Storage Technologies 
A4 Processing Engines, Data Loading, Storage Technologies 
A5 Data Sources, Data Loading 
B1 Machine Learning 
B2 Processing Engines 
B3 Processing Engines 
B4 Machine Learning 
C1 Result Visualization 
C2 Result Visualization 
C3 Result Visualization 
C4 Event Triggering 
C5 Event Triggering 
D1 Data Privacy & Security  
D2 Data Privacy & Security (Data Stewardship, I&AM) 
D3 Data Privacy & Security (I&AM) 
E1 Data Transformations, Data Quality 
E2 Recovery & Loss Prevention, Data Lifecycle Management 
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Requirement Architectural Component  
E3 Data Quality, Data Transformations 
E4 Event Triggering 
E5 Data Lake, Storage Technologies 
G1 Workflow & Resource Management 
G2 Storage Technologies, Analytical BI, Data Loading, Result Visualization 
G3 Storage Technologies, Machine Learning, Data Loading, Result Visualiza-

tion, Processing Engines, Sandboxing 
Table 5.1: Mapping Requirements to Architectural Components 
Source: Own depiction 

5.2 Top-Level Big Data Reference Architecture for the Insurance Sector 
Based on the analysis of requirements for operationalizing Big Data Use Cases and an analy-
sis of existing Big Data architectures (see section 2.3.3) a number of components for setting 
up a Big Data Reference Architecture for the insurance sector has been identified. Particularly 
the structure of the new Reference Architecture has been derived from the comparison of ex-
isting Big Data architectures. The new Reference Architecture can be seen as a top-level 
modular system from where any components can be picked for designing a Solution Architec-
ture for a Big Data Use Case in the insurance sector. Since the Reference Architecture is 
based on a number of requirements for operationalizing insurance Use Cases it is made sure 
that the Reference Architecture provides components needed for implementing each of them. 
The Reference Architecture itself consist of two levels with the first level depicting all archi-
tectural layers (shown in figure 5.1) and the second level showing each of these layers in 
more detail. Level two also gives a deeper explanation the architectural components each lay-
er is made up of. The following two sections present the two levels of the new Big Data Ref-
erence Architecture.  

5.2.1 Big Data Reference Architecture - Level 1 

Level one of the Big Data Reference Architecture shows a top-level view on all the architec-
tural layers in the Reference Architectures. It covers data sources, core components and cross-
functional components. As it has been pointed out in the comparison of existing Big Data 
Reference Architectures, a data pipeline is always built following the same structure with four 
main phases. Therefore the core components consist of ingestion, storage, analytics & pro-
cessing, and presentation & operationalization. Ingestion and storage deal with loading, trans-
forming and storing data as it comes from the various data sources. In analytics & processing 
the data that is now available after it has passed the two previous layers is analyzed by execut-
ing analytical or predictive algorithms on processing engines. The goal of this layer is to de-
rive insights from the available data. These insights can then be visualized or sent for post-
processing to the presentation & operationalization layer where a data consumer uses them. 
In order to group the architectural components and improve the readability of the architectural 
diagram, several categories of the architectural components are introduced. The four phases 
within the core components and the cross-functional components can be regarded as function-
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al Big Data processes. These processes, particularly within the core components are imple-
mented using Big Data applications, systems and components. Data arrives to a Big Data ap-
plication that is built using the Big Data Reference Architecture from a number of sources 
with some examples being pictured in figure 5.1 as well. Both the core components and the 
cross-functional processes are executed on infrastructure components, which form the last 
category.   
 

 
 

Figure 5.1: Big Data Reference Architecture – Level One 
Source: Own depiction 

5.2.2 Big Data Reference Architecture – Level 2 

In this section the components within the single layers of the level one Big Data Reference 
Architecture are described.  
 
Data Sources: The data sources provide the data required to gain insights in order to be able 
to create an added value from Big Data Use Cases. Hence the sources vary with each Use 
Case, the Big Data Reference Architecture shows only a few examples. They include external 
(e.g. social media) and sensor data or data from existing operational or CRM systems. A very 
important data source in insurance companies is core insurance: these are transactional sys-
tems that cover the most important functional processes like for instance underwriting, con-
tract and claims management.  
 
Ingestion: In the ingestion phase data is loaded from the data sources into a Big Data applica-
tion. There are several ways how it is possible to bring data into the application: either 
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through batch-loading or stream-loading. In batch-loading data gets into a queue and at a cer-
tain configurable time the content of the queue gets loaded to the Big Data application. This 
approach can be chosen when ingesting data from operational systems’ databases into the data 
lake. A possible tool that could be used for this is Apache Sqoop – an application that trans-
fers data from relational databases into HDFS. In stream-loading data gets ingested into the 
Big Data application as soon as it is generated – therefore it is used in most IoT Use Cases 
and other velocity applications relying on getting insights from data as fast as possible. 
Streaming itself is a broadly defined term, here it refers only to ingesting the data without 
manipulating, i.e. processing it. There are many different applications existing for stream-
loading data – the most known is Apache Kafka. It is a streaming platform that works as a 
publish/subscribe queue where data from data sources (called producers) is written to a dis-
tributed log. The log is split into topics, which in turn are split into partitions. Applications 
using the data (called consumers) can subscribe to different topics to get the data they need 
from the streaming platform. Finally data can also be loaded into the Big Data application 
through conventional ETL tools that already are in place in most insurance companies for 
transferring data into enterprise data warehouses.  
After data enters the Big Data application transformations can be applied to it. However the 
placing of the data transformation components strongly depends on the Use Case and govern-
ance principles. For example data can be loaded in a raw state into the data lake and transfor-
mations can be applied to it only when it is extracted for processing in the analytics layer. 
Here all Use Case specific transformations can be covered. However in order to prevent the 
data lake from becoming a “data swamp” it would make sense to apply cross Use Case 
cleansing processes and validations to all data before it is put to the data lake in the storage 
zone. Data transformations can range from changing the format of the data over cleansing and 
validating the data to enriching and aggregating the data.  
 
Storage: The central component in the storage layer is the master data lake. Its core is the 
physical data lake where all data required for analysis purposes in the insurance company is 
stored. The physical data lake is implemented through different storage technologies that de-
pend on the data that has to be stored and the respective Use Case. Examples include HDFS, 
NoSQL and relational databases. The physical data lake is split into several zones for assuring 
that not everyone within the insurance company has access to all data. This also guarantees 
compliance with data protection laws, as e.g. data from health insurance is not allowed to be 
stored and combined together with data from life insurance contracts. One zone that is explic-
itly named in the Reference Architecture diagram is the data science data lake, which is used 
for storing data that is required for sandboxing. The reason for this zone is that data scientists 
exploring and developing new models are not always allowed to have direct access to produc-
tion data that comes to the data lake from operational systems and other sources. Thus this 
zone contains data that is partially anonymized in order to meet compliance requirements but 
also make it possible for data scientists to develop proper models. In order to ensure that no 
one can get access to data within the respective storage zone without permission, an access 
control component is in place that is connected to the Identity & Access Management process 
from the cross-functional layer. Furthermore the data lake is strongly integrated with data 
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lifecycle management, data quality and data privacy & security processes that are implement-
ed in the cross-functional layer (please refer to the explanations there for more details). 
Metadata can be stored in an own database, however as it has to be available for all storage 
zones in the data lake, it makes sense to decouple it from the physical data lake and show it as 
single component. 
Data can be accessed from the analytics & processing layer of any Use Case through querying 
connectors. Depending on the state of the data, transformations can be applied after extracting 
data from the data lake (e.g. in case of using the schema-on-read principle). Additional data 
aggregations, validations and enrichments can be performed as well – therefore there is also a 
transformations connector in the data lake. The following figure 5.2 shows the components 
within the storage layer.  

 
Figure 5.2: Big Data Reference Architecture – Level Two: Storage Layer 
Source: Own depiction 

 
Analytics & Processing: In this layer data is processed so that by using analytical and predic-
tive algorithms insights can be derived from the data and later used by data consumers. New 
ML models can be developed by using existing ML frameworks such as TensorFlow or H2O 
that afterwards are trained with large datasets and finally executed as a predictive service. In 
model development, common languages for ML like Python, R or Scala are supported. For 
solving common ML problems like text analytics or image recognition existing ML APIs like 
Google Cloud Vision or Natural Language API can be used as a basis for transfer learning. 
Within the predictive service where the trained models lie, there is a component for monitor-
ing and evaluating the precision and accuracy of the model during production performance. If 
needed, model parameters can be adjusted or the model can be retrained for optimizing its 
results. Additionally unsupervised ML algorithms can be executed for clustering data and 
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uncover new, so far unknown patterns. Data scientists can also explore and test new models 
within the sandboxing component that supports such exploratory analytics. Conventional ana-
lytics such as OLAP or batch analytics are available as well so that a Big Data application is 
able to support a BI-style report generation if required by a Use Case. Finally for keeping all 
business rules that will still be needed in insurance companies to keep business processes up 
and running a Rules Engine (e.g. Drools) exists. Existing rules can either be migrated to a 
new Rules Engine within the Big Data application or accessed from the application via an 
API in the existing operational or core insurance systems.  
All analytical and predictive algorithms, no matter whether in a training or production phase 
require processing engines to run on. Depending on the processing speed the respective Use 
Case needs, different processing engines or frameworks exist. They can be grouped in three 
categories: batch-processing, micro-batching and stream-processing (more details on the dif-
ferent processing frameworks can be found in section 2.1.3). The following figure 5.3 shows 
the components within the analytics & processing layer. 

 
Figure 5.3: Big Data Reference Architecture – Level Two: Analytics & Processing 
Layer 
Source: Own depiction 

 
Presentation & Operationalization: After deriving insights from data by performing calcu-
lations in the analytics & processing layer, their results have to be visualized and passed to 
other applications for post-processing. Data visualization consists of common visualization 
tools like e.g. dashboards, diagrams and report creation where reports are automatically gen-
erated in natural language based on the results retrieved from the analytics & processing lay-
er. Furthermore tools for visual data exploration, i.e. for sandboxing should be available –
examples are GCP’s Cloud Data Lab or Microsoft Azure Machine Learning Studio.  
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However for most Use Case in insurance, data analysis results have not only to be visualized 
but also to be processed further for being able to get an added value from them. This post-
processing is enabled through application integration where a Big Data application can trigger 
workflows in other systems or pass its results there through APIs. Another very important 
component is responsible for making the results available for manual checks and validations 
before passing them over to the following system. This is particularly important for ensuring 
result quality and handling complex cases, e.g. in fraud detection or claims settlement. Appar-
ently it has to be closely integrated with visualization tools so that clerks can see the data 
analysis results and get additional information on the respective cases. 
 
Cross-Functional: This layer covers all functional processes that support the core compo-
nents of the Big Data Reference Architecture, spanning the entire data pipeline and also in-
cluding infrastructure. Data privacy and security issues are dealt with here, ensuring both 
compliance with data protection laws and IT-security for the system. A component here is 
Identity & Access Management where roles and rights for accessing data (particularly differ-
ent storage zones within the master data lake) are defined. In Data Stewardship it is outlined 
why a role has access to certain data sets and how it uses this data for making sure that the 
Big Data platform follows the principles of purpose for data usage and thus complies with 
GDPR [94]. Anonymization apparently provides capabilities for anonymizing data, which is 
particularly required for Use Cases where PII is involved, in order to comply with GDPR and 
other data protection laws.  
Another highly important process is to ensure data quality within the Big Data platform. This 
is achieved through applying data validations and quality checks to the data, particularly to 
what is stored in the master data lake. The results produced by the analytical and predictive 
models have to be checked for quality assurance as well – this is partially covered by the 
model evaluation and optimization component in the analytics and processing layer. Data au-
dits ensures data quality and analyzes whether the audited data is fit for serving its intended 
purposes.  
Additional processes make sure that data is not lost in case of outages through deploying rep-
lication mechanisms within the Big Data platform and also provide support for recovering 
core components after an outage for keeping operations up and running. Data lifecycle man-
agement takes care of issues such as for how long data can be stored within the platform and 
where to store which data sets depending on factors like for example access frequency, data 
type or data structure. Workflow and resource management deals with orchestrating work-
flows within the Big Data platform and managing and distributing available resources be-
tween processing tasks within these workflows. The latter is particularly important for a Big 
Data platform since resource consumption is often high and it has to be made sure that enough 
of them is available so that a pipeline does not break down in case a single task starts consum-
ing all resources [9]. 
Finally infrastructure provides the capabilities required for running the Big Data platform in a 
distributed environment. This includes the hardware, i.e. the server nodes where Big Data 
applications can be deployed and the networks connecting them. Here it is especially im-
portant to take non-functional requirements concerning availability, latency and partition tol-
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erance into account. The entire server landscape has to be closely monitored through a system 
management component to ensure an even load distribution between the single server nodes 
and a reliable and stable operations environment. The following figure 5.4 shows the compo-
nents in the cross-functional layer.  

 
Figure 5.4: Big Data Reference Architecture – Level Two: Cross-Functional Layer 
Source: Own depiction 

5.3 Case Study: Big Data Solution Architecture for Selected Use Cases 
In this section the new Big Data Reference Architecture is tested for its suitability by design-
ing a Solution Architecture for two selected insurance Use Cases that were presented in chap-
ter three, following a notation that is defined in section 5.3.1. The Solution Architectures 
mainly visualize the data- and workflows that are required to implement a Use Case. The two 
Use Cases selected here, fraud detection and claims automation, are particularly interesting 
because of the results of the Use Case evaluation (please refer to section 3.3 for more details) 
and because of an insurtech currently excelling in that area. This insurtech is US-based Lem-
onade, which offers customers P&C insurance for their homes. Lemonade promises custom-
ers to get insured within 90 seconds and be paid within at maximum three minutes when filing 
a claim. As a matter of fact, Lemonade even set up a world record by settling 25% of all 
claims within less than three seconds. Lemonade achieved this through the usage of AI for 
fraud detection and claims settlement. In order to provide established insurers with similar 
capabilities a Solution Architecture for the two Use Cases is designed [98].  
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5.3.1 Notation Definition 

When visualizing an architecture in a diagram there is always the question of which notation 
to use for this. Many different notations like e.g. UML or BPMN as well as tools such as 
Sparx Enteprise Architect do exist with each of them having advantages and disadvantages. 
For depicting a Solution Architecture it is required to be able to show a dataflow and work-
flow steps where data is processed, what is basically a mixture between UML sequence, com-
ponent and activity diagrams. As no standard notation exists for this purpose, it was decided 
to use a self-defined “boxes-and-lines” notation that is shown in figure 5.5. 
 

 
Figure 5.5: Big Data Solution Architecture notation 
Source: Own depiction 

5.3.2 Big Data Platform Approach 

Before designing the Solution Architectures for the selected Use Cases, some architectural 
decisions have to taken in order to provide a common approach for implementing these Use 
Cases. The basic idea is to use a platform approach where several components can be used by 
all Use Cases so that operation costs go down and redundancies are reduced. These common 
components particularly cover the ingestion, storage and parts of the analytics & processing 
layers from the Big Data Reference Architecture. Figure 5.6 shows the Big Data platform and 
its interactions with the Big Data Use Cases.  
Any data coming into the Big Data platform used by any Big Data Use Case has to enter the 
platform via a streaming platform that will be implemented through Apache Kafka, a common 
streaming application used by many companies in different industries. Although it is designed 
as a solution for streaming data, Kafka can also deal with other ways of data loading named in 
the Big Data Reference Architecture, e.g. batch-loading. In case of existing systems, this 
simply requires adding a new Kafka connector for the respective system, which functions as a 
data source so that it becomes a publishing producer (Kafka term for a data source). In case of 
new systems that are sources for data that has to be processed at near real-time speed it makes 
sense to develop an own Java connector to Kafka and ingest the streaming data through it (the 
Solution Architecture for claims settlement gives a better understanding of the two possible 
approaches). After the data has entered the streaming platform all of it has to pass a number of 
common data transformations that are executed using Apache Spark (a Spark job fetches the 
data from Kafka by subscribing to respective Kafka topics before applying transformations to 
it). These data transformations include data format transformations, data cleansing and com-
mon validations to ensure that data arriving in the master data lake has good quality.  
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The master data lake is where all data, which is used for any analytical purposes by any Big 
Data Use Case is stored, serving as a “Single source of truth” for analytics in an insurance 
company. The concept of the master data lake is described in section 5.2.2 with figure 5.6 
showing only a few examples for storage technologies and data that can be stored in a master 
data lake used by an insurance company. The storage technologies within the master data lake 
support both structured and unstructured data as well as SQL-querying through tools like 
Apache Hive or Apache Impala. Hive enables querying for generating BI-style reports whilst 
Impala makes it possible to perform real-time analytics. Therefore the master data lake can 
not only be the basis for ML applications, but also the foundation for BI applications, thus 
being able to replace conventional data warehouses. Other components provided by the Big 
Data platform are ML frameworks or APIs and processing engines. The first are used for de-
veloping new, insurance specific ML models for the Big Data Use Cases whilst the latter are 
clusters of engines where the models can be trained and executed on. These processing en-
gines can be for instance a Spark cluster used for micro-batching or a Hadoop cluster used for 
batch-processing large data loads. It is necessary to point out that neither all ML frameworks 
nor processing engines pictured in the diagram here have to be used at once by an insurance 
company. For instance if a company uses Spark there is no need for supporting Flink addi-
tionally.  
Finally the Big Data platform also provides cross-functional components like data privacy and 
security or resource management as well as infrastructure components. However as these two 
are needed for the Use Case specific parts of a Big Data application as well, they are not lim-
ited to the Big Data platform.  
Any Big Data Use Case can use the Big Data platform, but they still have to implement their 
own predictive or analytical models since they contain Use-Case specific logic within the al-
gorithms or models. The visualization and post-processing of the models results has to be 
implemented Use-Case specific as well, since especially the integration with the applications 
for the post-processing depends on what is required in the respective Use Case.  
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Figure 5.6: Big Data platform architecture 
Source: Own depiction 

5.3.3 Case Study – Claims Settlement 

This case study deals with the claims automation (shown in figure 5.7) and fraud detection 
(shown in figure 5.8) Use Cases and provides the respective Solution Architecture for each of 
them. The main aim of these two Use Cases is to settle claims automatically and as fast as 
possible whilst ensuring a claim is not fraudulent. As well as all other Use Cases these two do 
use the common Big Data platform with the capabilities it provides for the ingestion, storage 
and processing phases. Although the architectural diagrams in figure 5.7 depict the Use Case 
in production stage with trained predictive models it is worth taking first a look at what hap-
pens in the model development stage.  
Here in the beginning data from core insurance and other IT-systems, historical claims data 
and external data is ingested into the data lake and there into the respective storage system, 
e.g. HDFS for claims or a relational database for customer data. When it comes to training the 
ML models in the Analytics layer, the required data is retrieved from the data lake, trans-
formed and aggregated with other required data through a Spark job. As soon as training data 
is available in the needed quality, the model development component begins training the 
models by applying the respective ML algorithms and using frameworks such as H2O or Ten-
sorFlow. The model training is executed by using a Spark cluster as processing engine. For 
claims automation particularly supervised ML techniques are used and applied to historical 
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claims. As soon as the models are ready, they are deployed to the predictive service where 
they can be executed when the Use Case enters production stage. 
In production stage the data pipeline looks as follows: in the ingestion phase, new claims ar-
rive at the claims registration system via different customer interaction channels, e.g. from a 
mobile app or the company’s website. Since in most cases a claim has the form of an image 
file coming from an invoice or expertise scan, claim-specific OCR and data structuring has to 
be applied already there for retrieving the content of the claim. This retrieved content is then 
directly sent to the Kafka Streaming platform via a specific API that has to be developed for 
connecting the claims registration system with Kafka. Updates in data from other sources, e.g. 
in core insurance data coming from relational databases, can be sent to the Kafka Streaming 
platform via Kafka source connectors that are already available for most standard storage 
technologies and products. By using a Kafka Streaming platform it is possible to ingest claims 
at real-time speed thus fulfilling one core requirement of the claims automation Use Case. 
Once inside Kafka, claims are fetched by a common Spark job that also applies first data 
transformations to it, including data cleansing and validations. After this first common valida-
tions claims data is send first of all to the next round of claim-specific validations and data 
enrichment processes that contain Use-Case specific business logic and are also based on 
Spark jobs (hot path). Data enrichment happens via retrieving data from the Master Data Lake 
via a querying connector. Additionally the data pipeline junction sends claims data to the 
Master Data Lake where it is stored e.g. in HDFS or any other fitting database (cold path). 
Furthermore, the new claim is sent to the fraud detection application.  
After the claims-specific transformations comes the predictive service where the decision on 
how to settle the claim is made. At the heart of the predictive service lies the execution of the 
previously trained supervised ML models that are executed on a Spark cluster, which is used 
as processing engine for micro-batching the claims. This ensures a very fast processing of the 
claims. As soon as it is put to action, the ML models analyze the content of a claim by setting 
up a relationship between what has been previously identified using OCR and the claims set-
tlement logic. It also sends a request to the product modeling system for getting information 
on the customer’s current products. Afterwards it uses a business rules engine (e.g. Drools) to 
support its own calculation in order to check whether the filed claim is covered by the current 
product of the customer and look up how much to pay out for the claim. Above all it calls the 
fraud detection system to check whether the newly filed claim is fraudulent or not.  
The result of the ML models is sent for further processing, which varies depending on the 
concrete result. In case the claim gets settled directly the result is sent to the payment system 
for paying the customer his money and customer communication is triggered as well, for in-
forming him about the result. If it is not settled directly, an insurance clerk can check the re-
sult first, adjust it if necessary or contact the customer for further discussion.  
The predictive service has another component for model monitoring that collects the results of 
the ML model execution and sends them for evaluation to an analytics component, which can 
improve ML models by adjusting them in order to optimize model accuracy and precision. 
Finally a component for sandboxing allows data scientists to explore new ML algorithms and 
models so that better ones can be found in order to continuously improve the predictive ser-
vice and the entire Use Case. 
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Figure 5.7: Solution Architecture for Claims Settlement 
Source: Own depiction  

 
As already said, claims automation requires checking newly filed claims for being fraudulent 
in a fraud detection application. The respective architecture is shown in figure 5.8. Just as in 
claims automation the ML models for determining whether a claim is fraudulent have to be 
trained first. The required training data comes from core insurance systems, historical claims 
and external data whose ingestion into the data lake is shown in figure 5.7 and has been de-
scribed before. In order to train the ML models, data is retrieved from the data lake via a que-
rying connector and then aggregated. As soon as the training data is available, the model 
training and development component trains the ML models by applying ML algorithms and 
frameworks. Just as in claims automation the main data source is data from historical claims, 
particularly for the supervised ML models. When the ML models are ready, they are deployed 
to the predictive service.  
In production stage new claims follow the same path in the data pipeline built using the Big 
Data Platform as shown in figure 5.7 until they are sent by the data pipeline junction to the 
fraud detection API. Inside the fraud detection system the new claims first pass through fraud-
specific data transformations that consist of validations and data enrichment. These processes 
are executed using Spark jobs. Afterwards the new claims enter the predictive service where 
at first supervised ML models are executed, which run on an Spark cluster. The supervised 
ML models detect fraudulent patterns by applying text analytics in order to analyze the con-
tent of a claim, sentiment analysis and photo forensics for identifying anomalies. Additionally 
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network analysis is used to scrutinize the relationship between the one who filed a previous 
claim, who fixed the damage, who settled a previous claim, possible surveyors and other ac-
tors involved in the settlement process. Storing the network data that shows the relationship 
between the actors requires a graph database, which is shown explicitly in the Master Data 
Lake in figure 5.7. When the supervised ML models have determined whether the claim is 
fraudulent, the result is passed for post-processing, especially to the claims automation system 
that needs this result for settling a claim. However, the predictive service is not limited to su-
pervised ML models. Unsupervised ML models allow to cluster claims so that patterns can be 
detected that have so far been unknown to anti-fraud agents inside the insurance company or 
sector. This works as follows: The unsupervised ML models are executed on a Spark cluster 
and deliver a list of possible new patterns that is sent to an IT-system an anti-fraud agent 
works with. Here the agent can decide whether the newfound pattern makes sense, i.e. can be 
generalized and indeed applied for uncovering fraudulent claims in the future. If yes, he 
shows this new pattern to a data scientist who can analyze it further by using the sandboxing 
component and eventually improve the existing ML models by including this pattern into the 
models within the predictive service. Of course both supervised and unsupervised ML models 
are monitored when in production stage, evaluated and if necessary optimized using the re-
spective component inside the analytics layer.  
Certainly it will take time until the ML models both in claims automation and fraud detection 
are precise enough that no or almost no human intervention will be needed. Therefore in the 
beginning it is strongly recommended to have insurance clerks check the system’s results be-
fore paying out money or contacting the customer. However in time through the integration of 
claims automation and fraud detection and a high accuracy of the ML models, claims can be 
settled automatically within a few minutes or even less by using a real-time processing archi-
tecture. 

 
Figure 5.8: Solution Architecture for Fraud Detection Source: Own depiction  
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 6. Evaluation 

Following the Design Science Research Methodology, after developing artifacts comes their 
evaluation [10]. The Big Data Use Cases shown in chapter three were evaluated using inter-
views with senior managers, business owners and Big Data experts. The aim here was to find 
out, which Use Cases are most promising for the insurance sector regarding various factors 
such as added value, complexity/feasibility and possible risks. Given the high number of Use 
Cases, the evaluation offers additional help to decision makers in an insurance company. The 
results of this Use Case evaluation give an insurance company a possibility to decide which 
Use Cases it wants to focus on first and tackle arising risks respectively. However, the de-
tailed results of these interviews are not publically available for non-disclosure reasons. The 
evaluation methodology and some overall results of the expert interviews are shown in sec-
tion 3.3. It has to be pointed out that based on the results of the Use Case evaluation, the two 
Use Cases (claims automation and fraud detection) for testing the Big Data Reference Archi-
tecture were selected.  
The other artifacts developed in this thesis are the requirements for operationalizing the Big 
Data Use Cases and based on them, the Big Data Reference Architecture together with the 
Big Data platform. The latter two were evaluated by designing a Solution Architecture for 
two Use Cases from chapter three in order to see, whether the components offered by the Big 
Data Reference Architecture and platform can satisfy the requirements from the two Use Cas-
es (see section 5.3.3). Eventually, both the Big Data Reference Architecture and Solution Ar-
chitecture were discussed in unstructured interviews with experts from leading Big Data and 
cloud providers and a leading insurance company [92, 93, 94, 95, 96, 97]. The evaluation of 
the architectures was conducted after designing their first versions. Depending on the feed-
back, new components were added or restructured. Unlike in the Use Case evaluation, the 
experts were not provided with a structured questionnaire, but asked generally what they 
thought about the Big Data Reference Architecture. The experts were shown both levels of 
the Big Data Reference Architecture and the Solution Architecture in detail and asked wheth-
er: 

• The Big Data Reference Architecture is complete from their point of view. 
• The Big Data Reference Architecture and the capabilities it offered were sufficient to 

cover the requirements the Big Data Use Cases in the insurance sector had. 
• The Solution Architecture could be built using the capabilities offered by the Big Data 

Reference Architecture. 
• The Solution Architecture covered all processing steps required by the claims automa-

tion or fraud detection Use Cases. 
• The Big Data platform approach made sense and was suited to complement the Big 

Data Reference Architecture (this question was asked only when the platform ap-
proach was introduced after the first feedback). 

In order to give a better overview of who the experts who evaluated the Big Data Reference 
Architecture were, table 6.1 lists their roles and work experience.  
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Role Work Experience 
Cloud Solution Architect Less than 5 years 
Former Chief Architect & Managing Director More than 20 years 
Cloud Solutions Architect 5 to 10 years 
Senior Enterprise Architect 15 to 20 years 
Program Lead Central Data Storage (Data 
Lake) 

15 to 20 years 

Senior Data Scientist Less than 5 years 
Table 6.1: Interview partners for the architecture evaluation 
Source: Own depiction  

The overall response to the Big Data Reference Architecture was positive with the experts 
pointing out that it covered all important capabilities required for a Big Data application. 
They agreed with the fact that the Reference Architecture is layered like other Big Data Ref-
erence Architectures (see section 2.3.2) with the core components containing nothing that 
would be insurance specific. Nevertheless, insurance specific aspects play an important role 
during the ingestion phase when integrating core insurance and other legacy systems with Big 
Data applications. They also are important when it comes to operationalizing the results cal-
culated in a Big Data application because it has to be integrated with other applications in an 
insurance company, like for instance payment or core insurance systems, so that the results 
calculated in the Big Data application can be used for further processing. 
Based on the experts’ feedback, amendments to the Big Data Reference Architecture were 
made and presented in later expert interviews for another review. Thus, in the Big Data Ref-
erence Architecture the analytics & processing phase was split up into an area where ML 
models are developed and an area where they are executed (the predictive service) [92, 93]. In 
the cross-functional area data privacy and security were enhanced through a component for 
data stewardship, so that the Big Data Reference Architecture is compliant with GDPR. Data 
stewardship helps determining and explaining why a role has access to a certain data item or 
storage zone within the Master Data Lake [94, 95, 96]. Additionally, during the first expert 
interviews the idea for setting up a Big Data platform that supports the Big Data Reference 
Architecture and offers a common Big Data infrastructure as well as a tool-stack to all Use 
Cases was suggested [93, 94]. In interviews conducted later, this platform approach was 
judged to be highly helpful for setting up Big Data standards and a cross Use Case infrastruc-
ture, thus confirming the opinions of the other experts [95, 96]. Furthermore, the experts rec-
ommended to use Apache Kafka as a standard for ingesting data into the Big Data platform 
because of its scalability and good integration with other storage technologies through Kafka 
connectors [92, 93]. Above all, Kafka is able to cover all ingestion capabilities required from 
the Big Data Reference Architecture including both batch- and stream-loading data. Since 
Kafka is pull based, it is possible to easily extend or remove data sources required for a Use 
Case by simply adding new producers, without having to significantly change the inner set-up 
of the Kafka Streaming platform. Thus using Kafka helps fulfilling a central generic require-
ment.  
The Solution Architecture was found to be a very good example for using the capabilities of 
the Big Data Reference Architecture and the infrastructure provided by the Big Data platform 
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across the Use Cases [94, 95, 96, 97]. The Solution Architecture particularly pointed out, how 
two Use Cases could use a common ingestion mechanism via the Kafka Streaming platform 
and store claims data in a common data lake. Thus redundancies between the two Use Cases 
concerning application components, infrastructure and data storage could be eliminated.  



 

 128 

7. Conclusion 

Finally, this last chapter provides a short summary of the artifacts developed in this thesis and 
offers an outlook for future work on Big Data and respective architectures in the insurance 
sector. 

7.1 Summary 
Here the answers to the Research Questions from section 1.2 are briefly summarized.  
 
Research Question 1: What are possible Big Data Use Cases in the insurance sector and 
which ones do have the highest potential? 
 
A number of Big Data Use Cases for the insurance sector (13 in total) has been identified 
within this thesis. The Use Cases are clustered in four categories: customer analytics, internal 
processes, Internet of Things for P&C insurance and finally Smart Health and Smart Life in-
surance. Thus the Use Cases identified cover practically all areas, products and service lines 
in an insurance company. 12 Use Cases are rather business-focused whilst one – Analysis of 
Enterprise Architecture and Business Processes Based on Monitoring Data – can be seen as 
technically oriented and supporting some of the other Use Cases, such as e.g. targeting. All 12 
of the business oriented Use Cases are intended to bring strategic advantages to an insurance 
company, either through significant cost reduction or risk minimization, growth creation or 
offering entirely new products. However the evaluation showed that several Use Cases are not 
really promising when it comes to implementing them. Above all some Use Cases that are 
judged to deliver a high added business value to an insurance company are also regarded as 
very difficult to implement. The reasons are either technical (complex models or lack of data) 
but sometimes also organizational (e.g. if a Use Case causes restructuring measures in an in-
surance company). Yet, there are several Use Cases that do promise a reasonable added value 
whilst still being easy to implement and operationalize.  
 
Research Question 2: Which requirements have to be fulfilled in order to implement the Use 
Cases from RQ1? 
 
For each Use Case a complete requirements analysis was conducted. In order to bring in some 
structure and make the requirements comparable a template was used that covered all key 
aspects. These included data sources, data characteristics such as the 4 V’s (Volume, Veloci-
ty, Variety and Veracity), data privacy and security issues, required analytical algorithms and 
business requirements. The latter consist of possible organizational impacts and whether 
enough technical know-how is available. It is not possible to generalize all the Use Case spe-
cific requirements, however the number of Use Cases needing data processing at near-real-
time speed, at least for some scenarios in a Use Case, is quite significant. The Big Data Refer-
ence Architecture designed later and particularly the Big Data platform did take this strongly 
into account. All the Use Case specific requirements were further analyzed and finally 
grouped into generic requirements that were clustered into similar categories as described 
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previously. All of the generic requirements – with the exemption of the ones dealing with 
business and organizational requirements – were afterwards mapped to components in the Big 
Data Reference Architecture. Besides providing a good overview of all requirements that 
have to be fulfilled for operationalizing a Use Case, the requirements offer a good link be-
tween a Use Case and the required components – that come from the Big Data Reference Ar-
chitecture – for implementing it.  
 
Research Question 3: What can a Big Data Reference Architecture look like in order to op-
erationalize the Use Cases from RQ1? 
 
Based on the generic requirements from RQ2 and an analysis of existing Big Data Reference 
Architectures a new Big Data Reference Architecture for the insurance sector has been de-
signed. This new Reference Architecture functions as a modular kit from where different 
components can be picked out depending on the requirements of a Use Case in order to im-
plement it. The Reference Architecture consists of several core components and cross-
functional components that support the core components. Like in most other Big Data Refer-
ence Architectures, the core components consist of four layers or phases data items do pass: 
ingestion, storage, analytics & processing and finally visualization & operationalization. Ad-
ditionally to the Big Data Reference Architecture this thesis offers a Big Data platform that 
provides Big Data components and infrastructure across the Use Cases. Thus redundancies in 
components and data storage can be reduced what in turn leads to lower costs and an im-
proved data quality within the Master Data Lake, the core storage component. When a Use 
Case is implemented by combining the required components from the Reference Architecture 
the Big Data platform is used for the parts of the data pipeline that are not Use Case specific. 
Furthermore the Big Data platform provides Use Cases with ML frameworks for developing 
Use Case specific ML models. Additionally processing frameworks for training and later exe-
cuting ML models in a predictive service are available. In order to demonstrate how to use the 
Big Data Reference Architecture and the Big Data platform, a Solution Architecture has been 
designed for claims automation and fraud detection – two Use Cases that were judged to be 
both highly promising but still complex to operationalize. Based on the results of the architec-
ture evaluation both the Reference Architecture and the Big Data platform are regarded as 
perfectly fitting for implementing the Use Cases identified in this thesis. Eventually it can be 
said that the Big Data Reference architecture is able to serve as an architectural blueprint for 
any insurance company. 

7.2 Outlook 
This thesis has shown that Big Data can be applied in various ways for many different Use 
Cases in the insurance sector. It also offered a technical basis for implementing these Use 
Cases by providing a Big Data Reference Architecture and a Big Data platform. Yet the prod-
ucts and frameworks within the Big Data platform have to be continuously evaluated for 
whether they are still state-of-the-art and sufficient for fulfilling the requirements insurance 
Use Cases have. Keeping the Big Data Reference Architecture and using a platform approach 
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for reducing redundancies and assuring flexibility should always be part of the IT strategy of 
an insurance company. 
The next steps for most insurance companies will be to start both exploratory and large-scale 
projects or programs for operationalizing Big Data Use Cases and solutions. With the tech-
nical path being set, it is up to insurance executives to decide which Use Cases their compa-
nies should implement. The Use Case evaluation methodology can be used by any insurer to 
evaluate with which Use Cases to start. Depending on their own results they could determine, 
which Use Cases are suited for a large scale implementation and which ones should be re-
stricted to an exploratory PoC or dismissed at all.  
Big Data and AI will play a key role in the insurance sector in the future as well – this is why 
insurance companies should also continuously explore possible new Use Cases and how they 
could influence the respective Big Data architecture. When exploring new Use Cases and re-
designing the architecture, the business-driven approach used in this thesis should be pre-
served since it helps aligning business needs and the technical solutions for them. Exploring 
new opportunities is also essential because insurtechs and internet companies like Google and 
Amazon will seek new business opportunities in the insurance market and offer new products 
with a new, compelling customer experience there. Established insurance companies must not 
treat insurtechs with contempt – instead they should embrace their Big Data based approaches 
and try to develop similar products of their own. Insurers face the choice whether to become 
leaders in the usage of Big Data and AI or to be replaced by more innovative competitors 
providing a better customer experience, products and services.  
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